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			The quality of your thinking depends on the models in your head. 

			Mental models help you see the world as it is, not as you want it to be. When you see the world as it is, you can more easily align yourself with it. Suddenly you have a tailwind instead of a headwind. 

			When I started FS, one of my goals was to share the tools that have changed my life with the world. Accomplishing that is what led us to create the Great Mental Models project. This book series aims to help equalize opportunity in the world by making a high-quality, multidisciplinary, interconnected education free and available to everyone.
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			Introduction

			In Volume I of The Great Mental Models, we introduced nine general thinking concepts to get you started on the journey of building a latticework of timeless knowledge. Time and again those models have proven indispensable in both solving problems and preventing them in the first place. 

			In Volume II of The Great Mental Models, we continued the journey and explored fundamental ideas from physics, chemistry, and biology. The truths about the physical world, from the forces that allow us to manipulate energy to the behaviors that drive the actions of all organisms, are constants that can guide our decisions so that our actions are aligned with how the world works.

			« How much you know in the broad sense determines what you understand of the new things you learn. » 

			Hilde Østby and Ylva Østby1

			In this book, Volume III, we will consider some of the basics of systems thinking and mathematics. Although these subjects can appear abstract, as soon as we start taking them apart, we quickly see that they describe so many of the behaviors and interactions that govern our lives. We hope you are excited about embarking on this next step of the journey.

			« The more moving parts you have in something, the more possibilities there are. »

			Adam Frank2

			About the series

			The Great Mental Models series is designed to inspire and challenge you. We want to give you both knowledge and a framework for making it useful.

			One of our goals for the series is to provide you with a set of tools built on timeless knowledge that you can use again and again to make better decisions. It is a guide to dozens of mental models, spread across multiple volumes, that define and explore the foundational concepts from a variety of disciplines. We then take the concept out of its original discipline and show you how you can apply it in less obvious situations. We encourage you to dive into new ideas to augment your knowledge toolbox but also to leverage what you already know by applying it in new ways to give yourself a different perspective on the challenges you face. 

			In the first book, we explained that a mental model is simply a representation of how something works. We use models to retain knowledge and simplify how we understand the world. We can’t relearn everything every day, so we construct models to help us chunk patterns and navigate our world more efficiently. Farnam Street’s mental models are reliable principles that you can see at work in the world time and again. Using them means synthesizing across disciplines and not being afraid to apply knowledge from different areas far outside the milieu they usually cover.

			Not every model applies to all situations. Part of building a latticework of mental models is educating yourself regarding which situations are best addressed by which models. This takes some work, and you’re likely to make some mistakes. It’s important to constantly reflect on your use of models. If something didn’t work, you need to try to discover why. Over time, by reflecting on your use of individual models, you will learn which models will best help you tackle which situations. Knowing why a model works will help you know when to use it again.

			« Systems thinking is a discipline for seeing wholes. It is a framework for seeing interrelationships rather than things, for seeing patterns of change rather than static “snapshots.” »

			Peter Senge3

			About this book 

			This book examines some of the core mental models from systems and mathematics. Systems are everywhere, and we live our lives as part of many of them. Mathematics, too, explains the dynamics of how much of our world works. We start each chapter by explaining the theory behind the concept and then situate it in real-world examples. We want you to see each concept in action and be inspired to find analogous uses in your own life. In order to achieve this goal, we show how using the model as a lens will help you see stories and themes in history in a new way. 

			As you go through this book, you will begin to see just how interconnected systems and mathematics are. Although we have broken the components apart to consider them separately, by the end we guarantee you will be making connections between the models. You will start to see how bottlenecks connect to surface area and how feedback loops underpin the behavior of so many system interactions. Often the lessons and insights are relevant both at an individual and organizational level. As you learn the models, you will start to see the principles they cover in almost any situation where you find yourself. You’ll see things others don’t and avoid costly mistakes.

			Some of the models in this book function like metaphors, especially in the mathematics section. We aim to show you how to use these models to uncover the dynamics in a variety of challenging situations you may face and give you insight on how to harness the ideas they suggest to positively influence your outcomes. The more you know, the easier it is to design solutions that will work.

			Other models, especially from systems, have a more literal application. Because systems are so ubiquitous, it’s not useful to try to apply these models outside of systems. Rather, we try to give you ideas for considering just how much of life is part of a system so you can expand your application of systems thinking.

			When looking at historical examples through the lens of a model, it’s important to remember that we are not attempting to demonstrate causation. We are not saying that what happened in a particular moment in history can be explained by, for example, a mathematical formula or that a particular historical figure used the described model to guide their decisions. We are simply showing you how you might understand that bit of history differently when you use a particular model as a lens or giving you a different perspective on why a particular person’s decisions led to the outcomes they did. You therefore will get inspiration for applying the same model to non-intuitive situations in your own life.

			Finally, all these models, as with those covered in the previous books, are value neutral. They can be used to illuminate both the positive and negative aspects of any situation. They might work well in one situation but not in another. We try to balance use of the models with noting some of their limitations so you have ideas for when you might want to take an alternate approach.

			You will learn the differences in how to apply each model through the stories we have chosen to explain them. Each example is crafted to give you insight into where the model can apply. You can take the elements of each story as a signpost directing you to find similar situations in your life where the lens of a particular model will be most useful.

			The most important thing to remember is that all of these models are tools. You are meant to try them out, play with them, and learn what you can use each of them to fix. Not all tools are useful for all problems, and just as a traditional toolbox has a hammer when you need to pound a nail but a wrench for when you need to turn a bolt, you’ll learn through practice which tools are useful in which situations. The best way to do that is to start by being curious. As you begin each chapter, be open to learning and updating your knowledge. Then, practice. Pick a new model every day, apply it to a situation you are in, and see if you can improve your understanding and decision-making. Finally, reflect. Take some time to evaluate your success and failures. In doing so, you will begin to learn the full potential of the toolkit you are building.

			Time to get started.




			Systems

			In spite of what you majored in, or what the textbooks say, or what you think you’re an expert at, follow a system wherever it leads. It will be sure to lead across traditional disciplinary lines.

			Donella H. Meadows1
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Feedback Loops



			Feedback loops are everywhere in systems, making them a useful mental model. 

			Think of “feedback” as the information communicated in response to an action. Whether we realize it or not, we give and receive different forms of feedback every day. Sometimes feedback is more formal, as is the case with performance reviews. Other times, it is less so. Our body language is a form of feedback for people interacting with us. The tone you use with your kids is feedback for them. 

			Feedback loops are so important. One of the reasons we say at FS the five people closest to you matter most to your outcomes and happiness is because of the quality of feedback they offer you. The people you spend the most time with are the ones who give you the most feedback on your behavior and thus have the most impact on the choices you make and the ways you change. 

			Once you start looking for feedback loops, you see them all over the place, giving you insight into why people and systems react the way they do. For example, much of human behavior is driven by incentives. We want to take actions that lead to us getting something good or avoiding something bad on a range of timescales. The incentives we create for ourselves and other people are a form of feedback, leading to loops that reinforce or discourage certain behaviors. If you get visibly upset whenever someone at work offers you constructive criticism, you’ll incentivize your colleagues to only tell you when you’re doing something well—thereby missing out on chances to improve. 

			The challenge in using this mental model is that the ubiquity of feedback loops can become overwhelming. How do you know which ones to pay attention to? Or which ones to adjust to improve your outcomes?

			We are constantly offering feedback about our feelings, preferences, and values. Others are communicating feedback, but we don’t necessarily receive it or interpret it correctly. A critical requirement is learning how to filter feedback. Not all of it is useful. The more quickly you learn to identify good feedback and accept and incorporate it, the more progress you will make toward what you want to achieve. 

			Learning to communicate your feedback in a way that makes it easy for others to receive is a valuable skill to develop. 

			There is a larger implication here about working with the world. The world offers us feedback, but do we listen and incorporate, or do we just keep wanting it to work differently than it does?

			The technical definition of feedback loops comes from systems theory. A feedback loop is when the outputs (information) of a system affect its own behaviors. Depending on the complexity of a system, there may be a single source of feedback or multiple, possibly interconnected, sources. While it helps to first consider feedback in a simple system as we will do below, we are all part of many large systems that contain many interconnected feedback loops. 

			Feedback loops are a critical model because they are a part of your life, whether you are aware of them or not. Understanding how they work helps you be more flexible with the variety of feedback you receive and incorporate, and you can offer better feedback to others. 

			There are two basic types of feedback loops: balancing and reinforcing, which are also called negative and positive. Balancing feedback loops tend toward an equilibrium, while reinforcing feedback loops amplify a particular process. Your thermostat and heating system run on a balancing feedback loop. Information about the temperature of the house is communicated to the thermostat, which then adjusts the output of the furnace to maintain your desired temperature. Reinforcing feedback loops don’t counter change, like your thermostat does. Instead they keep the change going, as with the popularity of trends in fashion or the loops usually involved in poverty. Breaking out of reinforcing loops often requires outside intervention or a new change in conditions. Or they burn themselves out.

			Within complex systems, feedback is rarely immediate. It can take a long time for changes in flows to have a measurable impact on how the system works. This delay can complicate establishing cause and effect. In our lives, problems arise when the feedback for our actions is delayed or indirect, as is often the case. 

			A challenge to improving our decision-making is getting accurate feedback on past decisions. On one hand, consequences may take a long time to become apparent or be hard to directly attribute to a particular decision. On the other, we may trap ourselves in maladaptive behaviors when something we do receives positive short-term feedback but has negative long-term consequences. Thus it’s important to remember immediate feedback isn’t the only feedback. When you eat junk food, there is an instant hit of pleasure as your body responds to fat and sugar. After a little while though, you receive other feedback from your body that indicates your choice of junk food had negative consequences. And over longer periods, conditions such as type 2 diabetes or high blood pressure provide more feedback from your body about the effects of your eating habits.

			The faster you get accurate feedback, the more quickly you can iterate to improve. Feedback can cause problems, however, if it is too fast and too strong, as the system can surge. It’s like when you press the gas or brake too heavily when first learning how to drive. Balancing feedback is usually more useful in quantities that don’t cause extreme oscillation. 

			Feedback loops are a useful mental model because all systems have them, and we are surrounded by systems.

			— Sidebar: Adam Smith and the Feedback Loop of Reactions

  





			Adam Smith and the Feedback Loop of Reactions

			You probably know Adam Smith as one of the most influential economists of all time, notable for his notion of the “invisible hand” of the market. But Smith’s first book, The Theory of Moral Sentiments, is a work of philosophy.1 In it, he describes a different sort of invisible force that guides us: how the approval and disapproval of others, real or imagined, influences our behavior.

			We are, by nature, selfish. We value ourselves above all other humans. Smith illustrates his point by suggesting that the news that your little finger must be amputated would likely be more stressing than the news of the deaths of a huge number of strangers overseas. Yet despite our inherent selfishness, the majority of people the majority of the time are cooperative and kind to each other. Smith believed our interactions with others are responsible for our well-established reciprocity. He saw their responses to our behavior as feedback guiding how we act in the future. To do something selfish usually warrants a disapproving reaction. To do something selfless usually merits an approving one. 

			The feedback loop of others’ reactions to our actions is the basis of civilization. Russ Roberts writes in How Adam Smith Can Change Your Life, “Smith’s vision of civilization is the stream of approval and disapproval we all provide when we respond to the conduct of those around us. That stream of approval and disapproval creates feedback loops to encourage good behavior and discourage bad behavior.”2 

			This type of feedback doesn’t just cover formal punishments and prohibitions according to the law where we live. It also covers the ways people respond to behavior that is just considered the norm. If a friend says hello to you in the street and you fail to acknowledge them, you haven’t broken any laws, but they’re likely to respond in a negative fashion. So you adhere to the norm. Smith writes:

		
			When Nature formed man for society, she endowed him with a basic desire to please his brethren and a basic aversion to offending them. She taught him to feel pleasure in their favorable regard and pain in their unfavorable regard. She made their approval most flattering and most agreeable to him for its own sake, and their disapproval most humiliating and most offensive.3

		

			Smith asked readers to imagine a person who grows to adulthood without any interactions with other people. He believed such a person would have no awareness of their character and no notion of the right or wrong way to act.4 Our desire to be loved and accepted prompts moral behavior relative to the standards of our society. We in turn respond with approval of the same behavior on the part of others.5 

			But Smith also recognized that morality is not fixed and changes over time. Ideas that are now unthinkable were once considered moral or at least neutral. Then the feedback loop changed as people began to respond in less positive ways. Smith gives the example of infanticide, unthinkable in most countries today. But before the advent of accessible birth control, it was an accepted part of life in many countries. The ancient Greeks had no qualms about leaving sickly or otherwise unwanted babies to face the elements, lest they be a burden on their families. It still occurs in cultures without access to birth control or abortion.6 Smith writes, “We constantly hear men saying, ‘It’s commonly done,’ apparently thinking that this a sufficient excuse for something that is in itself the most unjust and unreasonable conduct.”7

		

			Everyday loops

			We can address many of the challenges we face every day by adjusting feedback loops. Figuring out how to change behavior (ours and others’), dealing with inaccurate information, and building trust are ongoing challenges. How to get customers to buy your product and not the competitors’; how to sort through information to find what is relevant to your decision; how to cooperate effectively with others: these are all common situations that we face. 

			All of these dynamics play out on the larger social scale as well. How do societies incentivize the behavior they want and disincentivize the behavior they don’t want? How do they get people to trust each other enough to keep society functioning? 

			Any system with an unchecked reinforcing feedback loop is ultimately unsustainable and destructive. Balancing feedback loops are more common in systems because they are sustainable. In many societies, a legal system has historically served to stop reinforcing feedback loops from crumbling the social infrastructure and to promote balancing feedback loops that support desired dynamics. How they do it suggests options for addressing similar issues with feedback loops in our own lives. 

			Let’s explore four aspects of social systems through the lens of feedback loops. 

			
					Creating the right future incentives

					Influencing behavior at the margins

					Dealing with information cascades

					Building trust

			

			1. Creating the right future incentives

			We want to minimize, as much as possible, making a choice today that creates a negative reinforcing feedback loop down the road. Thus it is very important to consider the future incentives a decision will create. 

			A classic example of today’s solution inadvertently creating a reinforcing feedback loop of future problems is paying off kidnappers. The immediate problems are someone being kidnapped and the demand for money to release that person. If you have the resources to meet the kidnappers’ demands, you might want to pay the money right away. You save a life and solve the problem. 

			However, your response communicates to the kidnappers that you will meet their demands. You thus create an incentive for them to kidnap again, as well as signal to other would-be kidnappers that there is money to be made. By paying a ransom, you create a powerful reinforcing feedback loop that causes more problems in the future.

			In many legal systems, each decision by a court is a bit of information that moves via a feedback loop into the stock of legal options to influence both how the system responds to future cases and how judges form future decisions. In The Legal Analyst, Ward Farnsworth explains that in making decisions courts will consider “what incentives people will have after the case is over.”1 Courts need to be careful. If they compensate for a wrong now, they could create a climate that increases the chances of that wrong happening again.

			One set of issues courts often face are questions of liability. If something bad happens to me, then does someone else need to pay to compensate? Sometimes the answer is yes, but not indiscriminately so. If we go back to the kidnapping, let’s say I work for the government. Am I liable to compensate the victim’s family for the loss of life if I choose not to pay the ransom? Most courts will answer no. If I am held liable, it incentivizes me to pay in the future, and we are back in the same reinforcing feedback loop. When considering certain instances of liability, Farnsworth states that “instead of looking back and deciding who should bear the suffering, [a court] can look ahead and decide what ruling will make the suffering less likely to occur later.”2

			There are other situations in which choosing an immediate benefit creates reinforcing feedback loops that remove the possibility of future benefits. Therefore there are other areas where there are laws designed to support balancing feedback loops, such as protecting attorney-client privilege, or copyright and patent laws. Although one could argue for the immediate benefit of, say, forcing a defense attorney to testify about what their client disclosed, the feedback loop created would incentivize undesirable behavior. As Farnsworth summarizes concerning copyright protection, “Once books and music exist, there’s a great case for free distribution of them. But then they are less likely to exist at all next time.”3 

			People look around and often see what they view as unfairness—but they don’t realize that the unfairness has a purpose. Unfairness in specific cases creates fairness on the whole, for the reasons laid out here. Often things happen that look like an injustice to the individual, and may be so. But those things may create greater justice for the collective. Think of someone being “overly” punished; that may seem unfair to them, but if it is successful in deterring others, it’s not always such a bad idea. 

			2. Influencing behavior at the margins

			Not everyone is likely to change their behavior in response to pressures, such as social or economic changes, at the same intensity and rate. Some people need more convincing; others need more time. 

			A good customer retention strategy doesn’t lump all customers into one group. It might, for example, have a different course of action to retain people who have been customers for six months versus ten years. Or it won’t focus on getting people to buy during this transaction but will factor in how much they might buy over their lifetime. These are examples of considering margins. Farnsworth explains that “thinking at the margin, most importantly, means looking at problems not in a total, all-or-nothing way, but in incremental terms: seeing behavior as a bunch of choices about when to do a little less along one dimension and a little more along another.”4

			Let’s consider the consumption of sugary drinks. Influencing behavior at the margins means that you won’t see the problem as a binary of consumption or no consumption. You will look at how you can influence behavior in different areas. Maybe you want people to consume fewer drinks. Maybe you want them to substitute sugar-free drinks as a healthier option. If we were thinking about putting in rules to reduce the consumption of sugary drinks, we could tax them, or limit where they could be consumed or sold, or limit the age of people who can buy them. Farnsworth writes that “the activities of individual people have margins…and then groups of people have marginal members,” and that often a legal rule is created with “the hope, realistic or not, is just that it cuts down on the practice at the margins.”5

			Using feedback loops as a lens, we can understand influencing behavior at the margins as instituting a series of incentives that create loops. Over time this feedback changes the system to produce the desired outcomes. We can tailor our feedback to adjust to nuances in behavior that, when combined across a large population, can have significant positive impacts on our system.

			Another reason to pay attention to the margins is that they are often the place where reinforcing feedback loops start. A loyal customer of twenty years is not likely going to be the first to leave after a price hike. It’s probably going to be the person who just purchased recently. However, when they leave to go to a competitor or even just buy less, there is a danger of setting off a negative reaction that sees sales plummet. Better to have in place a series of balancing feedback loops at the margins, such as loyalty programs, that encourage customer retention.

			Criminal law has to work at the margins in terms of deterring unwanted behavior. For example, if a criminal “faces execution for the crime he has already committed, he pays no additional price for adding murder to it.”6 Thus we don’t want thieves to get a death sentence. Then there is no incentive for them not to kill people in the course of their thievery. Farnsworth explains, “The designers of criminal penalties have to worry about preserving marginal deterrence, scaling penalties so that there is something more to fear by doing a little worse.”7 In essence, creating a balancing feedback loop that responds with appropriate consequences depending on the severity of the crime.

			One of the issues as systems get larger is that there are more margins on which to adjust behavior. If you “try to force substitutions, you may create unwanted ones.”8 Adjusting a feedback loop in the attempt to balance it may create an undesirable reinforcing feedback loop somewhere else. For example, if you make it more difficult for people to consume sugary drinks in public, do you then force them into consuming in private indoor spaces? If you do, there is the danger that consuming sugary drinks in the home could lead to increased consumption with fewer judgmental eyes around. It could also normalize the behavior for children in the household, leading to another generation of sugary drink consumers.

			« The concept of feedback opens up the idea that a system can cause its own behavior. » 

			Donella H. Meadows9

			3. Dealing with information cascades

			Information cascades are a reinforcing feedback loop. They can be evaluated as either positive or negative, depending on the information they communicate. Information cascades occur because we rarely have perfect information, and in many situations we look to others to determine what we ought to do. Farnsworth gives an excellent and common example of an information cascade: 


		
			A street performer attracts a small gathering. The group gets larger as people with low curiosity thresholds come to see what’s going on. Then the crowd really grows as people with normal thresholds see a mass of spectators converging on the sidewalk and can’t resist investigating what the fuss is about.10

		

			In the book Kitchen Confidential, Anthony Bourdain* offers a lot of advice to would-be restaurant-goers based on his years working in the industry—useful tips such as try the local food and never ask for your steak well done. One other insight he suggests is that when choosing which restaurant to go to, pick the one that looks the busiest. If lots of people are eating there, the food must be fairly good.11 Restaurateurs are aware of the effects of signaling. 

			Restaurateurs know that the more customers you seat, the more will come in the door. This is why they will seat the first patrons of the evening close to the window and why they don’t mind a line of people waiting to be seated. They understand that the more people there are signaling their interest in the restaurant, the greater the reinforcing feedback loop communicating how great their restaurant is. Farnsworth explains, “People draw inferences from what they see others doing and do the same; now even more people are doing it, and they create a still stronger impression on the next.”12 People who were on the fence about the restaurant will be drawn in by the apparent interest. As they join the queue, the interest of the next threshold level gets piqued.

			There are other information cascades, some of which can be damaging if left to grow unchecked. Many legal systems have rules designed to interrupt reinforcing feedback loops of illegal activity. Most of us think we are fairly law-abiding citizens. But we break the law more often than we realize. Just think of speeding. When was the last time you drove under the speed limit for your entire car journey? When it comes to things like speeding—or consuming pirated media, insider trading, or paying someone under the table—we often draw inferences about acceptable behavior from the people around us. However, a legal system cannot prosecute everyone who speeds. So how does it interrupt the loop?

			Farnsworth writes, “Ignorance and uncertainty are the best soil for a cascade; people rely on what others think when they have no strong knowledge of their own, and the fragility of the consensus makes it easily vulnerable to shocks.”13 Thus two common legal solutions for dealing with a negative information cascade are laws that require public disclosure of information and prosecuting in certain high-profile situations to make a visible example.

			Sometimes having more easily available and accurate information can interrupt a cascade. Think of the disclosure of financial information for publicly traded companies. And the prosecution of high-profile cases not only acts as a deterrent, but the publicity involved often provides more information about the legal territory. The prosecution of Al Capone for tax evasion probably did a lot to educate people about their basic tax responsibilities.

			Ultimately these types of actions by the courts are “meant to send signals, stronger than the ones people get by watching each other.”14 And it is those signals that interrupt the reinforcing feedback loop of an information cascade.

			4. Building trust

			Complex societies require a fair amount of trust between members to function. Look at how much trust we place in the other drivers on the road every time we get into a car. We trust that they will stop at red lights and stay in their lane. We are vigilant for the occasional mistake, but we drive as if other drivers will obey the same rules and quickly notice when they don’t. Trust is everywhere, from the trust we place in the people of our children’s school system to those who work in our food and safety systems. For these types of relationships that lack direct interaction, the processes we go through—and the legal enforcement of those processes—facilitate a lot of this trust. Farnsworth writes, “Law often amounts to a substitute for trust in situations too complex or dispersed for trust to arise.”15

			There is an experimental game that is widely performed and cited that explores the building of trust in social interactions: The Prisoner’s Dilemma. To understand some of the dynamics of the feedback loops involved in trust, it’s helpful to look at that game, as well as one of the strategies for playing it, tit-for-tat.

			The thought experiment goes as such: Two criminals are in separate cells, unable to communicate. They’ve been accused of a crime they both participated in. The police do not have enough evidence to sentence both, though they are certain enough of their case to wish to ensure both suspects spend time in prison. So they offer the prisoners a deal.  They can accuse each other of the crime, with the following conditions:

			
					If both prisoners say the other did it, each will serve two years in prison.

					If prisoner A says the other did it and prisoner B stays silent, prisoner B will serve five years and prisoner A zero (and vice versa).

					If both prisoners stay silent, each will serve one year in prison.

			

			In game theory, the altruistic behavior (staying silent) is called “cooperating,” while accusing the other is called “defecting.”

			What should they do? If they were able to communicate and they trusted each other, the rational choice is to stay silent; that way, each serves less time in prison than they would otherwise. But how can each know the other won’t accuse them? After all, people tend to act out of self-interest. The cost of being the one to stay silent is too high. The equilibrium outcome when the game is played is that both accuse the other and serve two years. In the Prisoner’s Dilemma, you are always better off defecting, which means not trusting the other player. Your outcomes are not usually great, but defecting prevents them from being horrible.16 

		
			[image: p38]
			_ 
Numerous tournaments have been held in which participants use different strategies to compete to win the most points in the iterated Prisoners’ Dilemma. The results show how repeated interactions between self-interested agents can lead to cooperative behavior.

		

			We can imagine, however, in iterated versions of the game, that defecting might not always be the best choice. If you have to face the same situation over and over, figuring out ways to trust is worth the investment.

			Feedback loops are one of the key mechanisms that provide the information we use to make trust-based decisions. What happened before in your interaction with a person provides feedback that may cause you to modify your behavior. 

			The loop of information is the basis for the classic strategy of the Prisoner’s Dilemma, tit-for-tat. In a repeated Prisoner’s Dilemma, the best solution, based on experiments conducted by Robert Axelrod*, is to cooperate first, and then in subsequent rounds, to do what the other player did in the previous round. You start off trusting, and more importantly, you create a feedback loop that says you are capable of and willing to trust. 

			The law has a couple of mechanisms that help in encouraging a basic level of trust. The first is that legal systems often enforce contracts. Knowing that there are repercussions to defecting on our agreement might dissuade me from defecting the first time we work together. Consequences also increase the costs of defecting, even if we will never work together again. In addition to protecting individuals in the one-off, contract enforcement also helps to create feedback loops that promote and incentivize trust. Farnsworth explains that “contracts give everyone a convenient way to beat prisoner’s dilemmas and enjoy the gains that come from cooperation.”17 The point here is that we can trust the feedback loops of the system to enforce micro-interactions so we can establish trust. We can imagine that after a few interactions, those gains that come from cooperation contribute to a feedback loop that encourages people to prioritize cooperation in those situations.

			The law can also impose rules and associated penalties for noncompliance in situations where contracts are not possible. Paying your taxes is a way of participating in a sort of contract with your fellow citizens, and most countries have laws that penalize people for not paying. Rules can also govern the use of common or public stocks to incentivize people to cooperate for the common good. 

			This is often the intent with rules governing fishing quotas. To prevent all of those who fish for a living from acting in their self-interest and depleting the stock beyond sustainable levels, laws regulate how much each can fish. Enforcing quotas is a way of forcing a level of cooperation to maintain a common good.

			As we can easily imagine, no one cooperating can quickly become a reinforcing feedback loop with negative consequences in many situations. The less people cooperate, the less incentive there is for future cooperation. To prevent that loop from beginning, the law can impose rules that discourage the initial defection. 

			— Sidebar: Kandinsky’s Iterations

  





			Kandinsky’s Iterations

			We learn from our efforts. Our first try at anything is rarely any good, but the experience of trying gives us feedback. If we pay attention to it, this feedback can help us improve in our next effort. Through many iterations, by paying attention to and incorporating feedback, we end up becoming more capable. Too often we remove the learning process, including the inevitable failures and disappointments, in success stories. In particular, when it comes to artistic creation, we look at the final product of a painting or piece of music without seeing all of the iterations that came before.

			In How to Fly a Horse, Kevin Ashton tells the story of how Wassily Kandinsky created one of his most famous works, Painting with White Border. The piece was not the single output of a flash of inspiration; rather, it was a monthslong process in which Kandinsky used the feedback from small changes to get to his vision for the final product. 

			Kandinsky started with what would be called Sketch 1 for Painting with White Border. Based on the feedback he received from looking at the effort, he continued to iterate. As Ashton describes it: “His second sketch, barely different, diffused the lines until they were more stain than stroke.…More sketches followed. He made twenty sketches, each no more than one or two steps different from the last. The process took five months.”1 The finished work is Kandinsky’s 21st picture.

			Ashton describes Kandinsky as trying to solve certain problems in his painting (these can also be understood as artistic goals). Each iteration Kandinsky produced gave him feedback on whether he was closer to solving his problems. Eventually he had enough information from the feedback on multiple iterations to produce the painting he wanted.
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			Conclusion

			Feedback loops are a common component of many systems. They carry the information that a system responds to. Complex systems often have many feedback loops, and it can be hard to appreciate how adjusting to feedback in one part of the system will affect the rest. Using feedback loops as a mental model begins with noticing the feedback you give and respond to every day. The model also gives insight into the value of iterations in helping adjust based on the feedback you receive. With this lens, you gain insight into where to direct system changes based on feedback and the pace you need to go at to monitor the impacts.
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Equilibrium



			Usually when systems stray too far from their equilibrium, they fall apart. When we consider just the pure functioning of a system, equilibrium is a good thing. Using this model as a lens helps us understand where we might intervene to promote equilibrium, but it also cautions us that in complex systems, anticipating what is needed for equilibrium is exceptionally difficult.

			A system can be said to be at equilibrium when it is in a stable state. All the forces acting upon it and within it are in balance. When we use the term equilibrium, we’re typically referring to a state where things within a system are consistent and not changing, known as static equilibrium. But most real-world systems are more apt to experience dynamic equilibrium, meaning things fluctuate within a particular range. They achieve this using balancing feedback loops. If a variable becomes higher or lower than the desirable range, feedback loops kick in to bring it back.

			One way to conceptualize the idea of equilibrium is to imagine a hypothetical family whose overall household forms a system. For the household to run in the way that’s best for everyone on average, many variables need to stay within the desired range. If they get out of that range, the family makes adjustments to restore balance. If they can’t bring a variable back to the ideal range, the household may need to shift to a new equilibrium. For instance, to cover their living costs, the family needs a certain amount of money to flow into the household each month as well as to keep their stock of money for emergencies at a comfortable level. When they decide to start paying for piano lessons for one of the children, they may cut down on meals out to maintain an equilibrium. The family also needs their home to remain within a certain cleanliness range for them to remain happy and healthy. When they decide to get a dog, remaining at equilibrium means they have to spend more time cleaning to compensate for the mess it makes. When one family member is away for the week, the others reduce how much they clean. If you imagine your household—even if it’s just you—you can think of innumerable variables you’re always tweaking to keep things as you like them. 
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There are only so many hours in a day and so much money available to spend. Adding in new commitments means adjusting our current equilibrium.

		

			Homeostasis is the process through which organisms make continual adjustments to bring them as close as possible to their ideal conditions. Changes in external conditions lead to changes in internal conditions, which may shift a system away from what it needs to work well. 

			Physician Walter Cannon* coined the term homeostasis in his iconic 1932 book The Wisdom of the Body. Cannon marveled at the many variables our bodies manage to keep within narrow parameters, including blood glucose, body temperature, and sodium levels. Although systems theory did not exist as a field of study at the time, Cannon was espousing a view of the human body as a whole system that needed to maintain a stable internal state in response to its ever-changing environment.1 

			An important point is that systems can have multiple different equilibria. Just because a system is at equilibrium, that doesn’t mean it’s functioning as well as it can. It just means things are stable. Sometimes systems achieve equilibrium in inefficient ways. If you’re feeling ill one week and struggling to focus on work, you might work extra hours each day to get your usual work done. You’ve maintained equilibrium, but you would have probably been better off overall if you did less. Short-term deviations from equilibrium are often what is needed to maintain it in the long term. An argument with a sibling that takes work to resolve might shift your relationship with that sibling away from its equilibrium for a few weeks, but in the long run, it could make things more stable between you by resolving tension. 

			— Sidebar: A Different Look at Homeostasis

		





			A Different Look at Homeostasis

			In his book The Strange Order of Things, Antonio Damasio explores the role of homeostasis in evolution. He explains that homeostasis “ensures that life is regulated within a range that is not just compatible with survival but also conducive to flourishing, a projection of life.” He further clarifies the concept by saying, “Homeostasis refers to the process by which the tendency of matter to drift into disorder is countered so as to maintain order but at a new level, the one allowed by the most efficient steady state.”1

			Organizations, communities, and countries—all are systems that must respond to environmental changes with modifications intended to bring them closer to a desired state. When we go through external challenges, whether it be war, competition, or extreme weather, homeostasis kicks in to help us return to a point where the surrounding system functions at its best. Sometimes that can simply be a matter of what feels good rather than a precisely definable set of conditions. Unlike biological systems, we as humans can change the state we aim for, such as when we realize something else would work better. 

			Damasio argues that feelings act as the key to understanding the biological role of homeostasis. Our feelings are a feedback loop that provides information to our body system about how we are doing. You have to be able to monitor the adjustments and responses to make changes that put you back on track. We do this through the value judgment of feelings. After a disaster, for instance, homeostasis does not need to (and frequently doesn’t) return the system to its previous state. Instead, it’s more useful to think of homeostasis returning a system to a place where it “feels good” under new conditions.

			Therein lies the potential of homeostasis. How systems define themselves as “feeling good” will have a huge impact on their ability to adapt to stress and change. In biological systems, feelings are a critical component of how we assess problems. When your blood glucose drops, you feel terrible, which causes behavior that seeks to bring you back to where you feel okay. But that level of okay is a range, and Damasio’s idea is that homeostasis normally keeps us at the end of the range that allows us to develop. As variables under- and overshoot and external conditions change, systems can never stop making adjustments. Homeostasis is never a static state.

		

			When information can help

			When we look at biological systems, we can easily see that information is required to maintain homeostasis, or dynamic equilibrium. In our bodies, various components are constantly communicating an incredible amount of information about everything from the sensations on our skin from the external temperature to the potassium levels in our blood. Without accurate information, our bodies cannot work properly. Using this model as a lens, we can understand which situations might benefit from information to maintain an equilibrium. One such situation is the modern approach to doctor-patient communication in many medical systems.

			The doctor-patient relationship is universally unbalanced in terms of power and knowledge. Doctors have more knowledge about both medicine and the system used to treat patients. This dynamic has led to patients being passive participants in their health care, given neither the knowledge nor the opportunity to make decisions regarding their treatment. Now, in some places, the relationship has started to change, with patients becoming more active participants. There is growing recognition in some medical systems that the experience of treatment (and consequently sometimes health outcomes) improves when patients are more active participants in making treatment-related decisions. To facilitate this participation, in some medical systems patients are now given much more extensive information about their condition and the various treatment options, including associated risk.

			Part of the reason for the change to more patient participation is the acknowledgment that diagnostics and treatments are rarely black and white. In a paper called “Tolerating Uncertainty,” the authors write that “doctors have to make decisions on the basis of imperfect knowledge, which leads to diagnostic uncertainty, coupled with the uncertainty that arises from unpredictable patient response to treatment and from health care outcomes that are far from binary.”2 It doesn’t make sense for a doctor to make treatment decisions for a patient in isolation, because any treatment is going to have consequences that the patient will disproportionately bear. Involving a patient in the discussion of their care options also serves to minimize blind spots and bias. Explaining options to a patient means that a doctor has to at least acknowledge the options that exist, and coming to a solution through dialogue with a patient helps to make the solution situation specific. 

			
				[image: ]
			_ 
People who are actively supported in making decisions about their health care often experience more favorable health outcomes, including less anxiety and a quicker recovery.

		

			One of the methods for increasing the information available about treatment options in the doctor-patient relationship is through a process called shared decision-making (SDM). SDM does not put the responsibility for a decision on one party or the other but instead provides the resources necessary for the doctor and patient to come to an acceptable decision together. In a 1997 paper, the authors explain that “SDM is seen as a mechanism to decrease the informational and power asymmetry between doctors and patients by increasing patients’ information, sense of autonomy and/or control over treatment decisions that affect their well-being.”3

			For patients to make an informed choice about their care, they need to understand the benefits and harms of the various treatment options. They might also require the support of a loved one, multiple opportunities to hear and assess the information, the ability to ask questions, and some time to process the information. One definition of dynamic equilibrium is “when the system components are in a state of change, but at least one variable stays within a specified range.”4 A medical situation is just such a system because many parts are usually in a state of change, specifically the exact parameters of the health issue itself. Usually, too, in more complicated health situations, there are many doctors and specialists involved. In addition, the needs and desires of the patients are not always static. SDM tries to keep the information variable within a range that allows for both the doctor and patient to navigate the situation in an informed way.

			In order for information to be closer to equilibrium for both patient and doctor in medical treatment situations, it’s important to recognize the elements that might affect the flow of information. It’s not enough to share raw information. Doctors and patients also have to build trust that will allow that information to be accepted and processed. In a 2014 analysis of parent experiences in neonatal intensive care units (NICUs), the authors explain, “When families voice their dissatisfaction with the NICU, it is often not because they think their baby has not received good medical care. Instead, it is because the parents’ needs have not been acknowledged and addressed.”5 Actions like saying a baby’s name and acknowledging the parents’ caregiving role help create a communication environment where the information needed for good decision-making can be heard and understood.

			Medical situations are often complex. They can involve a lot of people and a lot of uncertainty. In addition, they almost always include very powerful emotions. To allow information to come as close as possible to equilibrium in these types of situations can provide enough structure to support positive functioning in a changing environment. 

			— Sidebar: Exploiting Assumptions

		





			Exploiting Assumptions

			If you become too dependent on a particular equilibrium to perform well, you make yourself vulnerable to being thrown off by changing circumstances. Being able to function in a wider range of conditions makes you more versatile and flexible. It’s also useful to have homeostatic processes in place to enable you to get back to what you find optimal after any sort of disruption. In competitive situations, those who flounder when they’re thrown off their equilibrium by something unexpected without having the mechanisms to reorient often suffer. Sometimes you can transcend your abilities by thinking about what an opponent expects or considers normal. You can also achieve more by rethinking what the equilibrium is in your field. 

			Take the case of card tricks. When an audience watches a magician perform a trick, they start with certain assumptions and expectations. The same is true for professional magicians watching other magicians perform a trick. Their equilibrium consists of a set of assumptions that enable them to identify how a trick works by watching it or to reverse engineer it from the end point. Professional magic includes all sorts of conventions and assumptions. One unspoken assumption is that a magician performing a particular named trick does it the same way every time, using the same technique. To figure out how the trick works, you need to identify that technique. 

			One American magician, Ralph Hull, managed to invent a card trick no one—not even the smartest expert magicians—could fathom by rethinking the equilibrium of card magic. He called it “The Tuned Deck.”1 Hull would show the audience a pack of cards, claiming he could sense the location of any of the cards by detecting minute vibrations. He would then allow an audience member to pick a card, look at it, then put it back into the pack. Hull moved the cards around, shuffling them one way and another, then pulled out the correct card. Its unique vibrations revealed its location, or so he said.2

			No one managed to figure out how he did the trick, despite expert magicians watching him perform it again and again. Only at the end of his life did Hull reveal the secret: The Tuned Deck didn’t have one single secret. Hull would use a mixture of different techniques, moving between them depending on whether an audience seemed to be twigging onto what he was doing. If a professional magician were watching, he might use a few different consecutive methods until he threw them off the scent.3 The real trick was that Hull shifted away from the equilibrium assumption that a trick with a name had to be done the same way every time. 

		

			The complexity of equilibrium

			Beginning in the 1960s, scientists began to ask questions such as: How could humans survive for a long time in space—or even form permanent settlements on other planets? What does it take to sustain life within a sealed environment, like a spaceship or underground bunker on Mars? How can we create an ecosystem in a closed environment, capable of reaching an equilibrium necessary to keep people alive?

			In asking these questions, scientists recognized that our planet is itself a closed system. Innumerable complex processes come together to enable humans to survive. Beginning with experiments in which samples of microbial life were sealed permanently into flasks (some of which are still alive today),6 researchers began to demonstrate ways in which closed systems could sustain themselves. Such experiments, on a modest scale, formed an important part of the Russian and US space programs. But the project known as “Biosphere 2” (with planet Earth being Biosphere 1) was on a scale unlike anything that came before it, and few experiments since have matched its sheer scale, audacity, and ambition.

			Biosphere 2 consists of a 180,000-square-meter structure located in the desert near Tucson, Arizona. Its aboveground structure is made of almost 204,000 cubic meters of glass supported by a steel framework with a maximum height of 27.7 meters.7 Parts of the building are rectangular, parts are pyramid-shaped, and parts are domed. Inside, Biosphere 2 contains the following five separate ecosystems mimicking key environments in the outside world:

			
					Coastal fog desert

					Tropical rainforest

					Savanna grassland

					Mangrove wetland

					Ocean

			

			Biosphere 2 also includes areas for agriculture and underground areas for housing the equipment necessary to keep the whole thing functioning. It was the brainchild of John Allen and Ed Bass. Allen was a metallurgist and Harvard MBA who, following a psychedelic trip in the 1960s, founded a commune called Synergia Ranch in Santa Fe, New Mexico.8 Successful relative to other similar projects at the time, Synergia attracted the attention of Ed Bass, a young billionaire heir to an oil fortune.9 Together they launched several ambitious projects before deciding in 1984 to set out and discover what it would take to form a Mars colony that humans could live in. With Bass’s fortune and Allen’s ambition at hand, they assembled a team of experts and began the monumental task of making Biosphere 2 happen. 

			In 1991, the “Biospherians”—a team of eight individuals who’d spent years preparing—were sealed inside Biosphere 2 for two years. The aim was for them to maintain a functioning ecosystem with nothing (not even air) coming in from the outside. They would farm all of their food, growing plants and raising animals, and strive to maintain all conditions necessary for their survival. By the time they emerged, the Biospherians had endured a great deal. Oxygen levels had sunk drastically, to the point where it proved necessary to bring in outside oxygen to keep them alive. They struggled to meet their caloric requirements while engaging in so much physical work, though this lifestyle left them healthier than before and they suffered no major health problems during the experiment. The Biospherians frequently fell out with each other and with those controlling the experiment. 

			Much of the contemporary media coverage of Biosphere 2, as well as its representations in popular culture, depicts the whole thing as a failed experiment replete with fraud and trickery. But this is the result of a gross misunderstanding of both the aims of the project and indeed the nature of science. Experiments aren’t meant to “succeed.” They’re meant to provide us with informative data about the world that we can use as the basis for future experiments. None of the people who worked on Biosphere 2 expected everything to run perfectly from the first day. They understood that for a system—in this case, the biosphere within the dome consisting of plants, animals, and people as well as air, water, and more—to achieve an equilibrium, a lot of variables need to be right. Only by trying out the experiment could they discover what all of those variables were. They couldn’t preempt everything, and it would have been hubris to think they knew everything an ecosystem needs to function well. 

			As a voyage of discovery, Biosphere 2 excelled. It showed us that maintaining life in a sealed environment is almost infinitely complex because ecosystems are complex adaptive systems. Under natural conditions, they have countless feedback loops in place to maintain an equilibrium. An artificially created ecosystem requires humans to maintain those feedback loops, in part by preempting what they’ll need to control but also in part by learning to sense when something is going wrong so they can create a new feedback loop. 

			When left alone in their typical conditions, systems are pretty good at reaching an equilibrium. But when we try to control them or we disrupt their conditions, it takes a lot of effort to bring them to a desirable balance. Despite the early stage of the project, the achievements of the Biospherians were remarkable. They did manage to produce almost all of their food, get enough clean water, and keep hundreds of plant and animal species alive. Anyone who has ever tried to grow vegetables at home or even keep a few houseplants alive can appreciate the scale of the experiment. Those who view the project as a comical failure have arguably failed to think about the sheer complexity of getting a system like that to an equilibrium. Just maintaining the level of balance the Biospherians achieved was a monumental act deserving of acclaim. 

			Not only that, but Biosphere 2 is an important reminder of the effect of human activity on ecosystems. It highlights how small, misguided interventions can have catastrophic knock-on effects and just how much damage we can do anytime we interfere with nature. Everything that went into Biosphere 2 required careful examination for ways in which it might both be unable to maintain its equilibrium and also disrupt the overall balance of the ecosystem. Linda Leigh, who helped develop Biosphere 2 and was one of the participants sealed inside, described the complexity of choosing which animal species to include.10 Every animal needed to be evaluated for how it might interact with everything else. For example, they consulted a bat specialist to choose a bat species that could pollinate some of the plants. Yet when they looked at the knock-on consequences of including that species, they were huge: 

		
			One of those bats would nightly have needed to eat twenty two-centimeter-long night-flying moths, and would have had to have encounters with over a hundred per night in order to catch the twenty. Where would all of the moths come from? What would their larvae eat, and could we have enough and the correct habitat for the moths’ eggs? In addition, the air handlers, as designed, would have sucked the moths in and killed them. Engineers suggested a fine screen over the opening to the fans in order to give the moths a chance to survive the pull. That screen would increase the electricity needed to pull the air through, a budget increase that was not supported.11

		

			In another example, an expert tried to find a hummingbird species that could live inside Biosphere 2.12 They had to ask lots of questions about each option a casual observer might not think to consider. What shape is this type of hummingbird’s bill? Will it be the right size to pollinate enough plants? What kind of mating display does this type of hummingbird exhibit? Will it be at risk of colliding with the glass during this display? And so on. The considerations were endless. 

			Even the most seemingly inconsequential things had the potential to compound and endanger the lives of everything in the ecosystem. As Shawn Rosenheim explained, “Part of the point in building a self-sustaining world was to make the unimaginably rich interconnections of the actual Earth newly vivid.”13 The initial two-year closure experiment was meant to be the first of 50 such experiments, with the aim of improving incrementally each time. As a starting point, the first closure went better than expected. For instance, 30% of the species inside “went extinct,” but researchers had predicted anywhere up to 70%.

			At the time of writing, Biosphere 2 still stands, having been donated to the University of Arizona in 2011. From the outside, it looks like a shadow of its former self. The windows are murky without sufficient funds to employ a full-time crew to keep them clean, and rust accumulates on the structure. But inside, Biosphere 2 remains full of life. Many of the microcosms within it are thriving, having found the equilibrium they need to function as they would in the outside world. Researchers still utilize it as a unique place for valuable controlled experiments they can’t easily do anywhere else. 

			Conclusion

			Systems are rarely static. They are continuously adjusting toward equilibrium, but they rarely stay in balance for long. In our lives we often act like we can reach an equilibrium: once we get into a relationship, we’ll be happy; once we move, we’ll be productive; once X thing happens, we’ll be in Y state. But things are always in flux. We don’t reach a certain steady state and then stay there forever. The endless adjustments are our lives.
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			Bottlenecks



			All systems have parts that are slower than others. The slowest part of a system is called the “bottleneck” because, as the neck of a bottle limits the amount of liquid that can flow through, bottlenecks in systems limit the amount of outputs they can produce. Using bottlenecks as a model gives us insight into how a limiting factor can hurt or help us.

			No one wants to be a bottleneck, which is easily conceptualized as that person who makes everyone else wait. We see this behavior in people who can’t delegate. If you have to make every decision yourself, there’s likely a long line of people twiddling their thumbs while waiting for you to move their projects forward.

			Bottlenecks tend to create waste as resources pile up behind them. In manufacturing, they limit how much you can produce and sell. If you work in an industry that depends on timely information, then you risk inputs becoming irrelevant before they make it through the bottleneck. 

			A bottleneck is also the point that is most under strain. It can be the part that is most likely to break down or has the most impact if it does. In trying to improve the flow of your system, focusing on anything besides the bottleneck is a waste of time. You will just create more pressure on the bottleneck, further increasing how much it holds you back by generating more buildup.

			Every system has a bottleneck. You cannot completely eliminate them because once you do, another part of the system will become the new limiting factor. You can, however, anticipate bottlenecks and plan accordingly. Or you can leverage the need to overcome them as an impetus for finding new ways of making a system work. Sometimes you can overcome bottlenecks by adding more of the same, such as dedicating more resources to ease the pressure on a bottleneck. But sometimes the sole solution is to rethink that part of the system. 

			What you want to avoid is opening up one bottleneck only to create additional, worse ones for yourself later on. If bottlenecks are unavoidable, we at least want them to be in a less disruptive place. 

			Although the terms are sometimes used interchangeably, a bottleneck is different from a constraint. A bottleneck is something we can alleviate; a constraint is a fundamental limitation of the system. So a machine that keeps breaking down is a bottleneck, but the fact there are twenty-four hours in the day is a constraint.

			You also need to be aware of false dependencies disguised as bottlenecks. We often hear explanations in the form of “I won’t do X before Y.” Most statements of this type are only in place to make you feel good about procrastinating when you are the bottleneck. For example, you might say you will start writing every day once you move house and have a dedicated desk for it. If the bottleneck is a lack of a suitable workspace, then moving will alleviate it. But if the bottleneck is something else, like time or ideas, you’re setting up a false dependency. The bottleneck will still be there once you move. Even if the problem is your workspace, you could still find ways to make progress, such as by going to the library or a coffee shop. Anything you do now will make it easier to get into the habit of daily writing. 

			If you think you’ve identified a bottleneck, it’s a good idea to do what you can to validate that this factor is indeed the limiting factor. Otherwise you might end up solving the wrong problem. 
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Liebig's law of the minimum refers to the idea that a plant's growth will be limited by the nutrient that is least available. Yield is thus constrained by resource limitation.

		

			The Trans-Siberian Railway

			How you deal with your bottleneck can have huge impacts on the overall quality of your system. Often we tend to just deal with our bottleneck whatever the cost. But since there is always one in every system, anticipating the consequences of how we deal with our bottleneck is important. Some bottlenecks are better to have than others because they are easier to organize the rest of our system around. 

			The building of the Trans-Siberian Railway (TSR) was a complicated project with many moving parts that borrowed from future resources to address its bottleneck. It is both an inspiring and cautionary tale, as sometimes dealing with bottlenecks in the most expedient way possible can cause significant issues later on.

			The TSR was a massive undertaking. Not only is it the longest railway in the world, but the challenges faced in building over that distance were unmatched at the time. The railway spans the entirety of Russia from St. Petersburg in the west, close to Finland, to Vladivostok on the Pacific Ocean just east of North Korea. 

			As W. Bruce Lincoln describes in The Conquest of a Continent, there were multiple sources of challenge to building the TSR: 

		
			Construction crews would have to work thousands of miles away from their bases of supply. Rails and bridge iron would have to be brought to Siberia from foundries as far away as St. Petersburg and Warsaw, ties would have to be cut in European Russia and shipped across the Urals because almost no hardwoods grew in the steppe or the taiga, and stone for bridge piers and abutments would have to be transported from quarries on the western frontier of Mongolia. Then, as the tracklayers moved deeper into Siberia, terrain and climate would magnify the obstacles. Then endless forest, the gorges cut from solid rock, the mountains of the Transbaikal, the treacherous permafrost, the short winter days, and the deep, deep Siberian cold all presented obstacles on a scale that the world’s builders had yet to face.1

		

			Given the scope of the undertaking—9,458 kilometers, two to three times longer than the transcontinental railways that had been built in North America at the time—it’s not surprising that addressing a bottleneck could have far-reaching consequences. 

			One critical point about bottlenecks is they can move around systems. You fix one only to introduce another. In The Chip, T. R. Reid gives an example of shifting a bottleneck that threatened an entire system. He describes a textile factory that started falling far behind its normal production rate. To figure out what was going on, the factory manager followed the output process on the production floor. They found the employees constantly had to rethread their sewing machines because a cheaper thread they’d bought kept breaking. To save 15¢ per spool, they were losing $150 per hour in production output.2 

			The TSR was a complex undertaking, so attempts to alleviate a bottleneck could easily cause unanticipated consequences. Problems beset the project. There was a continual shortage of local supplies. There were limits to construction schedules caused by the seasonal weather. The fact that all decisions about the railway had to go through a central committee in St. Petersburg with a weeks-long communication delay created uncoordinated short-term solutions to problems. 

			In addition, the deepest lake in the world sits in the middle of the route. Originally the main line stopped on one side of the lake and goods were ferried across to the rail continuation on the other shore. This situation created a huge physical bottleneck in terms of the movement of goods and people until a track was completed around its southern shore decades after the main line was built. 

			Finally, and perhaps most critically for the actual construction, was the bottleneck created by the extreme shortage of labor, which had significant impacts on the functioning of the other parts of the system. 

			The railway was built as five separate projects that were worked on simultaneously. One of the consequences of deciding to work this way was that the railroad wasn’t treated as one project when it came to labor. Each of the five projects competed with the others for part of the same pool of resources. 

			The desire to shorten the total building time resulted in a trade-off that augmented the labor bottleneck. As Christian Wolmar explains in To the Edge of the World, this construction approach created a competition for resources that, combined with a low local population density, meant that there weren’t enough locally available workers. They had to be imported.3 In order to ease the pressure on the labor bottleneck, skilled workers were imported from all over Europe to work along the length of the TSR. For the eastern section, thousands of workers were brought in from China, Japan, and Korea. And on all parts, but in particular the middle section that ran through the Siberian prison camp area, convicts were used in the construction of the track.

			The enormous time pressures placed on the men charged with building the railway meant that the labor bottlenecks were often addressed with excessive sums paid to contractors. Thus labor absorbed most of the money available for the project. As Wolmar describes, local peasant contractors were unsupervised, and there was no competitive tendering process. Contractors “often asked for extra payment, once work had begun, as they knew that there was no alternative supplier because the imperative was to get the job done quickly.”4 

			The problem with easing the pressure on the labor bottleneck by subcontracting the work to those without sufficient experience manifested on the train track itself. The incentive for the contractors was to pocket money in the short term. The labor shortage could be solved with money, yet there was only so much funding available. Something had to give. What got sacrificed was safety. “With very little supervision of the work, contractors boosted their profits by skimping on material or building to below the required standard, resulting in embankments that were too narrow, insufficient ballast, inadequate drainage, and a host of other failings.”5 To save money on building materials because the labor was so expensive (and the cut directly pocketed by the subcontractor so high), the inclines in many places were too steep and the curves too tight. It was a dangerous railway. 

			For the TSR, solving the labor shortage created a materials bottleneck because the money used to solve the labor problem meant there wasn’t enough left over to purchase quality materials. Accordingly, the central committee thousands of miles away could not keep up with the demands to solve workmanship and safety issues. They were unable to react fast enough, so the integrity of the track was compromised.

			Despite the remarkable achievement of building the TSR, the cost-cutting on materials and the shortening of the route through unsuitable terrain with steep grades and tight corners meant it had problems from the start. Wolmar explains that “almost as soon as each section of the line was completed, improvements had to be made to ensure it was functioning properly.”6 Even with the sustained effort, the locomotives wore out quickly, goods were shipped painfully slowly, and accidents and deaths occurred all the time.

			Spending money without quality assurance only moves problems into the future. Russia effectively had to build the same railroad multiple times because the first track was almost unusable. 

			On a project with the scope of the TSR, bottlenecks are inevitable. Identifying them and planning how to manage them is part of the process of construction. The lesson here is to be careful how we address bottlenecks so that we don’t create huge problems for ourselves later on. 

			Often when we encounter a bottleneck, we keep patching over it so it bounces back to being the bottleneck again. On the TSR, the money used to solve the labor shortage also created incentives to keep that shortage going. Throwing money at the problem without understanding the system is unlikely to yield the intended benefits. 

			Instead of addressing bottlenecks as they appear, your time might be better spent on a root-cause fix that makes a foundational improvement that leads many bottlenecks to disappear indefinitely. One way to achieve foundational improvement is to simulate conditions you are likely to face to try to find bottlenecks ahead of time. Instead of merely fixing the problem, we can solve a bottleneck by asking how the system could be designed to not have that problem exist in the first place. Addressing bottlenecks is a never-ending job and must always be factored into your planning.

			Bottlenecks and innovation

			Bottlenecks inspire innovation. When a limit emerges, we’re often forced to try something new to alleviate it. Many inventions come about as the result of shortages of resources that prompt people to find alternatives. Innovating as a response to bottlenecks is common during wars when necessary materials may be unobtainable. Looking at the past century, many things we now use regularly were invented at times of conflict to alleviate bottlenecks in supply. 

			Nylon was the first synthetic fiber, and today we use it in everything from swimwear and fishing nets to seat belts and tents. Being light, strong, and waterproof, it is versatile and practical.7 Nylon was invented in the early 1930s as an alternative to silk and began commercial production toward the end of the decade. The United States obtained most of its silk from Japan at the time but found itself risking losing access due to rising tensions between the nations. Nylon eliminated that bottleneck by providing an alternative material manufactured in the United States. 

			While it was invented in response to a shortage, it proved to have advantages over silk in common products as well as new uses. In particular, nylon stockings were popular during the early 1940s, before nylon’s production was diverted for military purposes. It served an essential wartime role as parachute and tent material. DuPont, the inventors of nylon, decided not to trademark it so it would seem like a material in itself, not a brand.8 By being available for experimentation and development, nylon continues to find many uses.

			Similarly, the United States had difficulties obtaining rubber during World War II due to conflict with Japan. Ameripol, a synthetic rubber that didn’t rely on access to Asian natural resources, was invented by chemist Waldo Semon* as an alternative.9 Not having any rubber would have been disastrous for the war, as it was integral for practically every item and device used in the fighting, in particular as a material for tires. Without rubber, as innocuous as it seems, vehicles like planes and tanks wouldn’t have been able to operate. It’s very possible that without the rapid effort to invent a viable form of synthetic rubber and develop the capacity to produce almost a million tons of it, the Allies would have lost the war.10 Now most rubber is synthetic.

			Medical science tends to advance the fastest during wars. Facing new demands and shortages of essential supplies, people find creative ways to deal with injuries and diseases. During the American Civil War, dozens of new types of prosthetic limbs were invented, and surgeons became more adept at using ligatures. At the start of the war, the mortality rate from infections was 60%. By the end, it was 3%.11 During World War II, production capabilities for penicillin skyrocketed.12 

			During World War I, many people became malnourished or undernourished due to food rationing. Nutrients became a bottleneck. Lack of adequate food was problematic for children, many of whom developed rickets (soft bones due to vitamin D deficiency). Many soldiers suffered serious bone breakages. Kurt Huldschinsky*, a doctor working in Berlin, discovered he could cure rickets by seating children in front of an ultraviolet lamp. Research after the war identified why this worked: a sun lamp simulates sunlight and prompts the body to produce vitamin D, thereby helping to alleviate the bottleneck in access to nutritious food caused by the war. Today sun lamps are a common medical tool for everything from skin conditions to seasonal affective disorder.13 

			The need to overcome the effects of a lack of nutritious food led to the invention of an alternative way of meeting people’s nutritional needs. Wartime medical innovations developed as a response to bottlenecks have, in many cases, ended up benefiting everyone. 

			Conclusion

			Although we tend to view bottlenecks as something negative, they can nudge us toward new ideas and better ways of solving the same problems. Using bottlenecks as a mental model not only helps us conceptualize them in the literal sense when looking at a system but also teaches us that they are not something to fear. When there are no severe bottlenecks, we may not think to improve things. After they emerge, we’re forced to be more creative and watch that we don’t transfer the pain somewhere worse. In the long run, they can make us better off.
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Scale

			Systems come in a variety of sizes, and they change as they scale up or down. Sometimes it is more effective to stay small because you anticipate that the changes growth will require of your system are not ones you want to make. When scaling up, it’s important to be aware that growth in systems is often nonlinear, which means that changing a single component might have effects that fundamentally alter your system and create both new opportunities and new dependencies. In baking, for example, it’s common that doubling a recipe doesn’t always work. You often need less yeast; because of the geometry of the bread you’re baking, double the yeast might cause the fermentation to be too fast. Scale as a model gives us insight into how size might impact our system choices.

			When we study a complex system, it’s beneficial to consider how its functioning behaves differently at different scales. Looking at the micro level may mislead us about the macro, and vice versa. In general, systems become more complex as they scale up. Greater size means more connections and interdependencies between parts. Thus, it’s important to combine scale with bottlenecks. As systems become larger, different parts might struggle to keep up. Imagining your business scaling up in some areas faster than others lets you anticipate breakages and bottlenecks. 

			« If you do not look at things on a large scale, it will be difficult to master strategy. »

			Miyamoto Musashi1

			To give an example of how things change as they scale, consider a company at two different sizes. As a small company with a handful of people with close personal relationships working together in a garage, there’s no need for an HR department or management consultants. They can work together and solve problems face-to-face. Proximity can discourage them from letting too much tension build up. No one is going to steal a coworker’s lunch from the fridge because it’s a tight-knit group and the culprit would be obvious. 

			Fast-forward a few years when the company is larger, with 600 employees in several offices. Many have never met, and few are friends. Scaling up means the system has completely changed. It’s now necessary to hire people whose entire job is to organize and make sure everyone gets along. To avoid communication bottlenecks, the company divides into teams, meaning they are better able to manage social dynamics. Provided links remain between parts, systems can safely scale in this fashion: by dividing into parts. But things will always be different as a system scales, and a collection of teams within a company will never be able to communicate like a small company. The larger the company grows, the more work it takes to ensure information flows to the right places.

			As companies increase in scale, parts of the system break because what works for ten people doesn’t typically work for a thousand. As changes to the system are implemented in response to growth, the question always is: How will this system fare in the next year? Ten years? A hundred years? In other words, how well will it age? 

			As growth occurs, resilience can be increased by keeping a measure of independence between parts of a system. Dependencies tend to age poorly because they rely on every one of their dependencies aging well. 

			— Sidebar: Economies of Scale

  





			Economies of Scale

			In economics, production processes change as they scale. The more of something that is produced, the more the marginal cost of each additional unit tends to shrink. As more people can afford a product, demand tends to increase. Owning it may become a norm or habit. Economies of scale work because they enable cost-cutting measures, such as purchasing materials in bulk. Systems do not scale indefinitely; economies of scale begin to break after a certain point. Eventually saving any more money becomes impossible, or there may be no more possible customers. In addition, limitations exist when there are dependencies on finite resources, such as energy, raw material, or computing power.

		

			Long-lived Japanese family-run companies

			Success often sows the seeds of its destruction. Sometimes getting bigger means becoming more vulnerable, and some things are most apt to survive if they stay small. After all, the majority of species on this planet are insects—tiny, simple creatures.

			In business, scaling is often seen as inherently good. The bigger a company gets, the more successful we consider it. We hear laudatory stories of how fast new companies grow—hiring more people, opening new offices, and spreading their products or services to vast new audiences. But getting bigger can make companies more fragile. During difficult economic times, companies that scaled too fast can struggle to sustain themselves. Sometimes, when longevity is the goal, staying small and simple can be a superpower. 

			Most businesses fail in the first few years. The largest companies around at any given point in time, however mighty they may seem in the moment, don’t last long. The average life span of an S&P 500 company is 24 years, and this number is decreasing over time.2 In most parts of the world, a company lasting a few decades is remarkable. Yet in Japan, that’s not the case. The country is home to an astonishing number of incredibly old companies, known as shinise.3 Over 50,000 Japanese companies are more than a century old, with nearly 4,000 dating back over 200 years.4 

			Why are long-lived companies more common in Japan than the rest of the world? It’s impossible to know for certain. But most of the oldest companies have something in common: the way they scale. Or rather, the way they don’t scale. 

			Long-lived Japanese companies tend to be small. They’re owned and run by relatives and people with close relationships. They usually have fewer than a hundred employees and trade within a small area inside Japan. Durable, loyal customer relationships are integral to their business models. Also, they are driven by a strong internal philosophy that goes beyond their products and services, enabling them to adapt to changing times.

			By staying small, long-lived Japanese companies can hold on to their traditional values. Being no larger than necessary benefits them during less favorable economic conditions. In a small team where a job may last a lifetime, diffusion of responsibility is less of a problem as there’s nowhere to hide. Employees may be more invested and take their work as a point of pride. 

			Take the case of perhaps the most famous long-lived Japanese company, Kongo Gumi. A construction company specializing in high-quality Buddhist temples, it operated independently from 578 AD to 2006. Today it exists as a subsidiary of a larger company. At the time of Kongo Gumi’s liquidation, it was the oldest company in the world, having built Japan’s first-ever Buddhist temple. Throughout the entirety of that time, it remained in the hands of the same family—40 generations of them. Each owner passed the company on to his oldest son.5 However, to ensure this close-knit succession system worked no matter what, it had some flexibility. If the oldest son didn’t have the right leadership potential, a younger son would take over. If none of the sons were suitable or an owner had no male children, they would select a suitable husband for a daughter, then adopt him. Adult adoption for business purposes is a common practice in Japan even today, enabling companies to stay within a single family for many generations.6 At one point, the widowed wife of an owner took charge of Kongo Gumi.7

			To give context for the length of time Kongo Gumi remained in operation building iconic temples, at the time of its founding, the Roman Empire had just collapsed. The prophet Muhammad was not yet a decade old.8 The world changed a great deal between then and 2006. Kongo Gumi survived numerous wars, periods of immense political upheaval, economic crises, and other disasters. It managed this by adapting to the times. For instance, during World War II, demand for Buddhist temples was low. The company switched to making coffins.

			Other notable long-lived Japanese companies likewise keep things small and within a single family. The same family has owned the Tsuen Tea shop for 24 generations and the Nishiyama Onsen Keiunkan inn for 52. In some cases, even the staff pass their jobs on to their children. Other companies of comparable ages may not have remained in the possession of their founders’ descendants but were under the ownership of the same families for long periods.

			Scaling up is not always advantageous. Systems change as they get bigger or smaller, and so, depending on your goals and desires, staying small and flexible might be the ideal choice to realize them. 

			— Sidebar: On Being the Right Size

		





			On Being the Right Size

			In 1926, British-Indian scientist J. B. S. Haldane published an essay entitled “On Being the Right Size,” which explores the role of scale in biology. Different animals are of different sizes. What’s less obvious is the link between an animal’s size and its appearance. In general, it would be impossible for a species to become much bigger or larger without changing its appearance. 

			For instance, Haldane imagines what would happen if a gazelle became much larger. The only way its long legs would be able to support its weight would be by becoming either short and thick or long and spindly but with a smaller body. Incidentally this is how rhinoceroses and giraffes manage. 

			Not only does changing an animal’s scale require it to look different, but it also transforms the impact of gravity upon it. “You can drop a mouse down a thousand-yard mine shaft,” Haldane writes, “and, on arriving at the bottom, it gets a slight shock and walks away, provided the ground is fairly soft. A rat is killed, a man is broken, a horse splashes.” The reason is air resistance, which prevents a mouse from falling too fast due to the ratio between its weight and surface area. 

		

			« Scaling up from the small to the large is often accompanied by an evolution from simplicity to complexity while maintaining basic elements or building blocks of the system unchanged or conserved. »

			Geoffrey West9

			The story of illumination

			Humans often think linearly. If we double our inputs, we’ll get double the outputs. It’s hard for us to imagine that double our inputs will give us half the amount of outputs, or four times the amount. Understanding that systems can scale nonlinearly is useful because it helps us appreciate how much a system can change as it grows. 

			Since the dawn of time, humans have had to contend with one of our greatest foes: the dark. Without any source of artificial light, once the sun goes down, our eyes are ill-equipped to see our surroundings, and we cannot keep watch for danger. Nor can we carry out useful daytime activities like making tools or foraging for food. For this reason, throughout history people have been willing to put a remarkable amount of effort and ingenuity into developing artificial light and making it better, safer, cheaper, and accessible to more people. Each time the technology available to supply us with light has improved, there have been two interesting results. We’ve had to scale up the infrastructure necessary to fuel it, and we’ve changed our productivity scale.

			The first attempts humans made at illumination, around 40,000 years ago, were simple unworked pieces of limestone with a smidgeon of burning animal fat, held in cupped hands. As time progressed, people used shells, then fashioned lamps out of pottery, making incremental improvements to the design.10 Early lamps took little work to power, but their light had a tiny range and went out easily. They extended the range of human activity only a little, though it was enough to allow us to make art on the walls of caves.

			While the Romans likely made the first beeswax candles, cost considerations meant that for many more centuries, most people used any available form of oil for lighting.11 There were no elaborate systems behind this activity; people made their own fuel. It was labor-intensive to make and maintain, and still only brightened the night a fraction, but it was enough that the value of artificial light was evident. 

			It can be hard for us to imagine how lacking an effective means of artificial light limited the scale of human activity. Artificial light allowed productive time to scale. People could work longer and produce more. 

			There was a time when all the women in a village would cluster in one cottage at night, sit in a tiered circle around a single lamp, and share its rays as they sewed, made lace, and the like.12 They were limited to whatever work they could manage by their share of the light. Outside, the streets would remain dark until the 17th century. Most activities outside the home were restricted to daylight hours, which kept the world small. Unless you were rich, brave (or foolhardy), or doing something illegal, the night was off-limits for most activities. In cities throughout Europe in the Middle Ages, night meant a total shutdown. The city gates closed, chains ran across roads to prevent movement, and a night watch patrolled the streets to ensure no one was out.13 

			Moving into the 18th century, whale oil became a widespread choice for lamp fuel. This led to a drastic change. For the first time, people fueled their lights with something they didn’t make themselves. Whale oil came from far away and was purchased in its prepared form. The system required to make whale oil was a huge increase in scale from people producing their own forms of fuel. It took elaborate, dangerous operations aboard ships to find, kill, and extract oil from whales, each of which could yield up to 1,800 gallons of oil.14 Light was an industry for the first time. For individuals, purchasing fuel was more efficient than making it themselves. 

			However, the light produced by burning whale oil was still no brighter than older forms of oil. The next change in artificial lighting would require a giant change in the scale of the surrounding systems. The transition from candles and oil lamps to gas also enabled human affairs to scale up, transforming areas such as factory work.15 

			Burnt gas, a by-product of coke production, produced a much clearer, stronger flame than anything to come before it.16 Factories embraced it first, for it offered a way to approximate the kinds of precise work previously only possible in daylight. In Disenchanted Night, Wolfgang Schivelbusch says that “modern gas lighting began as industrial lighting.” The new artificial light, he explains, “emancipated the working day from its dependence on natural daylight.…Work processes were no longer regulated by the individual worker.…In the factories, night was turned to day more consistently than anywhere else.”17 Factories could scale up production and run at any time of day, all year round.

			Though the first gas systems were built for individual factories and dwellings, inventor Frederick Albert Winsor* came up with the idea of a centralized supply connected via underground pipes to all of the buildings in an area.18 This would be cheaper, decreasing the marginal price of adding additional users—as well as cementing gas’s place as an essential utility for the modern home. 

			Here we see another increase in the scale of the systems surrounding lighting. Not only did gas have its own production system outside of the home, it also had its own distribution system, further removing people from the process of making their light. They didn’t even have to tend gas lamps to keep them working; they just turned them on and off. Jane Brox writes in Brilliant that “gaslight divided light—and life—from its singular, self-reliant past. All was now interconnected, contingent, and intricate.”19 People’s homes became part of a larger system. 

			Two consequences of this increased scale were, as Schivelbusch argues, the loss of autonomy for individual households and the regulation of utilities in geographical areas.20 Houses became part of an infrastructure that increased the scale of the city. Gas lighting provided for households many of the same benefits it gave to industries—activities were no longer bound by the availability of daylight or constrained by the cost and coverage of a candle. But households became dependent on infrastructure they had very little say in. 

			Gas also scaled up what people could do during the night out on the city streets. Gas streetlamps soon became widespread in cities in England and the United States. No longer did people have to hide away at night while armed watchmen prowled the streets. Now “nightlife” came into existence as a concept.21 New activities or better versions of old ones became possible: coffeehouses and taverns stayed open late as patrons socialized, shops lit up their windows so people could window-shop their wares, areas of cities grew famous for their beautiful appearance at night, and theaters could create visual effects and better distinguish the stage from the audience.22 

			Artificial light increased the scale of what we could see at night and thus opened up new businesses and new ways of conducting one’s day. Festivities and holiday celebrations began to move later and later into the evening. 

			With the advent of electricity—a means of making light without fire—human activities during the night were able to further scale up by an order of magnitude. It was much cheaper, safer, and easier to use for the end consumer once electric technology progressed, and it could evenly light a whole space as well as the sun could. Electric light would also require surrounding systems on a scale never seen before, taking gas as its model. 

			Electric light was at first an oddity that seemed to possess no practical value. Humphry Davy discovered the arc light, which used carbon sticks, but it faced the problem of being too bright and short-lived to be practical. Inventing the incandescent bulb would take several more decades of problem-solving, with Thomas Edison and his lab finding the right filament material for bulbs that could scale.23 

			Having solved that problem, Edison needed a way to supply electricity to homes. As Jane Brox explains it, gas was both a rival and an inspiration. Edison copied the concept of a central supply with a grid connecting houses. As with gas, factories proved eager customers, especially those that used flammable materials.24 Although gas had already enabled factories to run through the night, electrical lighting was cheaper, easier to see by, and less likely to cause fires.

			Achieving the ambition of supplying as many people as possible with electric light required creating supporting systems on a whole new scale. It meant digging tunnels for cables and building power stations. Generating electricity meant massive-scale engineering undertakings, like utilizing the power of Niagara Falls.25 The electric grid, which continues to connect ever more people around the world by transmitting electricity from power plants via power lines, would end up being one of humanity’s greatest ideas.26 

			As light coverage increased, new concerns emerged. As Schivelbusch notes, “The twentieth century was to experience this relentless light to the full. The glaring and shadowless light that illuminates H. G. Wells’s negative Utopias no longer guarantees the security of the individual. It permits total surveillance by the state.” As the coverage of artificial light has scaled up, the opportunities for and constraints on individuals have changed. As wonderful as artificial light is for navigation and safety, most of us realize it has limits. To banish completely darkness suggests “a nightmare of a light from which there is no escape.”27

			Artificial light changed the scale at which human activities can happen. In many ways, the limits of our lights are the limits of our world. There are still places where we lack the means to eradicate darkness, such as outer space and the deepest parts of the oceans. 

			When you scale up a system, the problems you solved at the smaller scale often need solving again at a larger scale. In addition, you end up with unanticipated possibilities and outcomes. As the scale increases, so does its impact on other systems. Increasing the size of a system does not result in just more of the same; there are often new impacts and requirements as the system develops new capabilities. 

			Looking at the development of artificial light through the lens of scale, we see how important it is to be aware of how scale changes might impact the system as a whole. A more interconnected, larger system may be able to handle variations better, but it may also be vulnerable to widespread failures. Increasing the scale of a system might mean using new materials or incorporating methods like the ones that worked on a smaller scale. It might mean rethinking your whole approach. 

			Conclusion

			Systems change as they scale up or down, and neither is intrinsically better or worse. The right scale depends on your goals and the context. If you want to scale something up, you need to anticipate that new problems will keep arising—problems that didn’t exist at a smaller scale. Or you might need to keep solving the same problems in different ways.

			Using this model as a lens suggests that as systems scale up, you increase the impact of failures, but you also increase the size of successes. Although it might seem easiest to just do safe, small-scale things that can’t go too wrong, staying small isn’t always the right answer. Sometimes being small is what it takes to survive, but if it’s all you ever do, then you miss out on the larger potential upsides.
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Margin of Safety 



			When we interact with complex systems, we need to expect the unexpected. Systems do not always function as anticipated. They are subject to variable conditions and can respond to inputs in nonlinear ways. 

			A margin of safety is often necessary to ensure systems can handle stressors and unpredictable circumstances. This means there is a meaningful gap between what a system is capable of handling and what it is required to handle. A margin of safety is a buffer between safety and danger, order and chaos, success and failure. It ensures a system does not swing from one to the other too easily, causing damage. 

			« This world of ours appears to be separated by a slight and precarious margin of safety from a most singular and unexpected danger. »

			Arthur Conan Doyle1

			For example, engineers know to design for extremes, not averages. In engineering, it’s necessary to consider the most something might need to handle—then add on an extra buffer. If 5,000 cars are going to drive across a bridge on an average day, it would be unwise to construct it to be capable of handling precisely that number. What if there were an unusual number of buses or trucks on a particular day? What if there were strong winds? What if there were a big sports match in the area, and twice as many people want to cross the bridge? What if the population of the area is much higher in a decade? Whoever designs the bridge needs to add on a big margin of safety so it stays strong even when many more than 5,000 cars cross it in a day. A large margin of safety doesn’t eliminate the possibility of failure, but it reduces it. 

			For investors, a margin of safety is the gap between an investment vehicle’s intrinsic value and its price. The higher the margin of safety, the safer the investment and the greater the potential profit. Since intrinsic value is subjective, it’s best this buffer be as large as possible to account for uncertainty.2

			When calculating the ideal margin of safety, we always need to consider how high the stakes are. The greater the cost of failure, the bigger the buffer should be. 

			To create a margin of safety, complex systems can utilize backups—in the form of spare components, capacities, or subsystems—to function when things go wrong. Backups make the system resilient. If an error occurs or something gets broken, the system can keep functioning. One way to think of backups is as an alternate path, like how you might have multiple routes to your office in mind so you can still get there if there’s a car accident blocking one road. A system can’t keep working indefinitely without anything breaking down. A system without backups is unlikely to function for long. 

			As with margins of safety, the higher the stakes, the greater the need for backups. If a part in your pen breaks, it’s not a big deal. It’s a different story if a critical part in an airplane breaks. If you’re going to the local shops, taking your phone in case you need to communicate with anyone is sufficient. If you’re going hiking in the wilderness alone, you might want more than one communication method. You’re safer in an airplane than a car, in part because it has so much backup; after all, the cost of failure is higher. 

			We have to be careful with margins of safety, as they can make us overconfident. If we get too reckless, we cancel out the benefits. When humans are involved in a system, too much margin of safety or backup can lead to risk compensation. For instance, we all know we should wear a seat belt in a car, but do they make us safer? Some research suggests they might not reduce car accident fatalities because people drive with less care, feeling there is a margin of safety between them and injury. This puts pedestrians and passengers at a higher risk even if drivers are safer.3 

			The risk of a system failure is not fixed. Failure rates can remain consistent when humans are involved because margins of safety sometimes create perverse incentives. If we change our behavior in response to the knowledge that we have a margin of safety in place, we may end up reducing or negating its benefits. Setting your watch to be 15 minutes fast could help you be on time more often. If you follow the time it displays, you’ll have a buffer in case of delays. But if you remember the time is wrong and amend it in your head, it won’t make any difference to your punctuality. 

			Conversely, margins of safety and backups can also make us too cautious. Not all situations we face are like building a bridge, where it either stands or it doesn’t and collapsing results in death. There is a difference between what’s uncomfortable and what ruins you. Most systems can be down for an hour. Our bodies can go without food or water for days. Most businesses can do without revenue for a little while. Too much margin of safety could be a waste of resources and can sow the seeds of becoming uncompetitive. If you know it’s impossible to fail, you get complacent. But too little margin of safety can lead to destruction. You can’t weather inevitable shocks.

			— Sidebar: Minimum Effective Dose

		





			Minimum Effective Dose

			The difference between medicine and poison is in the dose. Too much of a beneficial substance can be harmful or lethal, and a tiny amount of a harmful substance can have beneficial effects. It’s necessary for doctors to give patients doses of medication that are big enough to be effective but not so big as to be dangerous. Prescribing a bit less than the harmful amount isn’t much good. A patient could take too much or take their doses too close together. 

			So pharmacologists calculate the minimum effective dose: the lowest possible amount of a medication to achieve a meaningful benefit in the average patient. Then they calculate the maximum tolerated dose: the largest amount an average patient could take without suffering harm. For example, a vaccine contains the minimal possible dose of a virus necessary to get the body to produce an immune response. Too much could cause actual illness; too little would not be protective. Knowing this window means doctors can ensure a margin of safety by starting with a low dose they still know is likely to work.

		

			Learning as a margin of safety

			How can we develop a margin of safety in our lives? Things go wrong, at least once in a while, and it would be ideal to have a way of increasing our resilience in the face of dramatic change by having a built-in margin of safety. Learning is one way of applying this model on an individual level. 

			The more we learn, the fewer blind spots we have. And blind spots are the source of all mistakes. While learning more than we need to get the job done can appear inefficient, the corresponding reduction in blind spots offers a margin of safety. Knowledge allows us to adapt to changing situations.

			One profession that demands that an individual have far more knowledge than they will ever use is astronaut. Carrying out your job in the hostile environment of space means that you have to prepare for as many variables as possible in order to have the best possible response to any challenge. Learning is a way for an astronaut to develop a large margin of safety, giving them the chance to deal with the unexpected in space. The human capacity for not only learning but also the ability to flexibly apply knowledge in novel situations is one of the main reasons we need astronauts in space. They respond to new information, use creativity, and make assessments in a way that only humans can.

			In his book An Astronaut’s Guide to Life on Earth, Chris Hadfield* explains how and why astronauts learn as much as they can. They don’t stop at what they need to know but continue lifelong learning to prepare for any eventuality they can think of. They reduce blind spots. He says of astronauts that “no matter how competent or seasoned, every astronaut is a perpetual student.”4 They are “trained to look on the dark side and imagine the worst things that could possibly happen.”5 And then they train for them. Hadfield describes hours in simulators and classrooms, constantly training and preparing for an incredibly vast array of potential scenarios.

			The culture of the space program is one of constant debriefs about every detail. The point of these is not to be pedantic or shame anyone but to get the information necessary to learn and to improve the program. Thus for both the individual astronaut and the space organization they are a part of, there is a recognition that ongoing learning is the key element in creating a margin of safety in space operations.

			Although astronauts are well educated and experienced, they come into the space program with an incredible amount to learn. Hadfield says of his early career, “Training in Houston, I hadn’t been able to separate out the vital from the trivial, to differentiate between what was going to keep me alive in an emergency and what was esoteric and interesting but not crucial.” Throughout the program, working both in space and on the ground, he says of his development that “over time, I learned how to anticipate problems in order to prevent them, and how to respond effectively in critical situations.”6 Hadfield’s experience demonstrates why it’s important for them to learn meta skills: astronauts always need to know something; they just don’t know ahead of time what knowledge they will have to utilize in the variety of life-or-death situations they will face on a space mission.

			In the space program, learning is critical to success. “Our core skill,” Hadfield writes, “the one that made us astronauts—the ability to parse and solve complex problems rapidly, with incomplete information in a hostile environment—was not something any of us had been born with. But by this point we all had it. We’d developed it on the job.”7 

			While the space missions get all the attention, the job of an astronaut is so much more. If all someone wants to do is be in space, they aren’t a good fit for the program, because there is no guarantee of any one individual getting the go-ahead for a mission. Rather, most of the job of an astronaut is performed on Earth, doing things like learning Russian and practicing mechanics in a space suit submerged in a pool. The training is ongoing, with a mission to space only a possibility.

			Hadfield spent six months commanding the International Space Station (ISS). There are three to six people on the ISS at any given time, and when things go wrong, at least one, but preferably two, of them can deal with it. There isn’t any time for someone to be flown in to solve a problem. 

			Although astronauts can communicate with the ground to get insight and advice, they have to rely on the group up in space to fix any problem. That is why, Hadfield says, that “having ‘overqualified’ crewmates is a safety net for everyone.”8 

			Astronauts need to be good at everything. That redundancy is necessary in case one of them is incapacitated or in need of help. This means that time on Earth is best spent learning things like how to pull a tooth or fix a toilet in space. “The more you know and the keener your sense of operational awareness, the better equipped you are to fight against a bad outcome, right to the very end.”9

			Our ego gets in the way of capitalizing on the margin of safety that is produced by knowing more than you need to. Often we learn enough to solve today’s problem but not enough to solve tomorrow’s. There is no margin of safety in what we know. Another way our ego gets in the way is that we tend to coast on our natural strengths, too afraid or intimidated to dive into being the worst at something. But as Hadfield explains, “Early success is a terrible teacher. You’re essentially being rewarded for a lack of preparation, so when you find yourself in a situation where you must prepare, you can’t do it. You don’t know how.”10 And life will throw at you challenges that require capabilities outside your natural strengths. The only way to be ready is to first build as vast a repertoire of knowledge as you can in anticipation of the possibilities you might face, and second to cultivate the ability to know what is relevant and useful.

			Hadfield concludes that in space and on Earth, “truly being ready means understanding what could go wrong and having a plan to deal with it.”11 Even if the plan is just knowing how you deal with uncertainty, these plans, based on learning, are your margin of safety. Astronauts train in simulators all the time for all sorts of disasters that may come to pass on a mission. Instead of being disheartening, Hadfield suggests ongoing simulations have incredible value because they teach the astronaut how to think clearly in real-life situations. 

			After decades in the space program, Hadfield offers this perspective on life: “If you’ve got the time, use it to get ready.…Yes, maybe you’ll learn how to do a few things you’ll never wind up actually needing to do, but that’s a much better problem to have than needing to do something and having no clue where to start.”12

			After all, “when the stakes are high, preparation is everything.”13 The more you know, the more you will be able to anticipate and avoid problems. Knowledge then can be conceptualized as a margin of safety, a buffer against the inevitable unexpected challenges that you will have to face.

			« The professionals plan for “mild randomness” and misunderstand “wild randomness.” They learn from the averages and overlook the outliers. Thus they consistently, predictably, underestimate catastrophic risk. »

			Benoit Mandelbrot 

			Anticipating the worst

			We cannot have a backup plan for everything. We do too much in a day or a year to devote the resources necessary to plan for dealing with disaster in all of our endeavors. However, when the stakes are high, it is worth investing in a comprehensive margin of safety. Extreme events require extreme preparation. 

			“To lead is to anticipate” was the motto of Jacques Jaujard*, director of the French National Museums during World War II.14 If this is true, Jaujard was a perfect leader. 

			Before the war started, many French people refused to believe the Nazis would target Paris and disturb the cultural treasures contained within its museums and galleries. But Jaujard was less optimistic. Considering the irreplaceable work in his care, he wanted to err on the side of caution. Jaujard had seen things most French people hadn’t that impressed upon him the role of art in conflict. During the Spanish Civil War of the 1930s, he assisted with the transportation of artwork from the Museo del Prado in Madrid, Spain, to Switzerland. Artworks are vulnerable to destruction from bombing, fire, and so on during wars. They’re also vulnerable to seizure by a country’s enemy—for profit, as a means of subjugation, and to erode culture. Jaujard’s experiences taught him it was best to move Paris’s treasures away if there was any risk whatsoever of attack.15 That way, no matter what, France could hold on to a piece of its pride knowing part of its culture was safe. 

			Anticipating that invasion by the Germans was inevitable, Jaujard developed a plan. What turned out to be mere days before the war reached France, Jaujard announced that the Louvre would close for three days for maintenance. But once the doors opened again, it was empty. Where had the thousands of pieces of artwork gone?

			While the Louvre was closed, a team of hundreds of Louvre staff, art students, and other volunteers packed up every piece for transportation.16 Some paintings could be rolled into tubes; others were large enough to need transporting in trucks intended for theatrical sets.17 Then a crew of vehicles, including everything from taxis to ambulances, slipped through the night and left Paris for the countryside. Before the war even began, the artwork was installed in the basements and other safe storage spaces of castles around France. 

			By starting before the threat was imminent, Jaujard and his team ensured a margin of safety for the Louvre’s treasures. His forethought was wise. The Nazis stole an estimated five million works of art,18 around 100,000 of which came from France.19 One of Hitler’s ambitions was to build the Führermuseum in Austria featuring artwork plundered from other nations. 

			In 1940, Count Franz Wolff-Metternich, appointed by the Nazis to secure artworks for them, visited Jaujard. When he saw the Louvre was empty, the count looked relieved.20 He was not a Nazi in his beliefs, and he became an unexpected ally for Jaujard until his lack of loyalty cost him his job. After that, Jaujard was at an even greater risk than before, lacking any support from within the Nazi regime.

			To reduce the risk of the Nazis discovering the hidden artwork, Jaujard and his team had dispersed it across multiple locations. If the Nazis found any of these stashes, it would only be a small portion of the total. Jaujard built in extra safety mechanisms at every point, supplying equipment to maintain the right temperature and humidity conditions and relocating pieces any time he doubted their safety. Should some disaster compel someone to choose the most important pieces to save, Jaujard labeled the cases with colored circles denoting levels of importance.21 

			For years, the collection remained in hiding. The Louvre’s treasures were moved repeatedly. As the Nazi occupation progressed, Louvre curators sometimes resorted to sleeping next to the most important pieces.

			One notable figure among the hundreds involved in the Louvre operation was Rose Valland*. She worked in the Nazi’s art theft division recording the whereabouts of the thousands of stolen paintings that left France. But she was not loyal to the Nazis, and she used her position to make copies of the information on French artwork. Her being unassuming allowed her to spy on the Nazis without them suspecting her of anything. They didn’t even know that she could speak German and was able to eavesdrop on their conversations. 

			After the war her records helped with the repatriation of many works that might otherwise have been lost, including more than 20,000 items hidden in Neuschwanstein Castle in the Bavarian Alps. Up until her death, Valland continued to work to help bring home French art and cultural items.22 

			Due to the extreme prudence of Jaujard and his team, by the end of the war, not one item from the Louvre’s collection was lost or damaged. The collection stayed safe from the Nazis, as well as avoiding damage by fire or water, or even theft. Acting early and being cautious worked.23 

			After the war ended, the Louvre opened its doors again at last. The survival of the Louvre’s collection symbolized the resistance of many French citizens to Nazi occupation.24 We could say what Jaujard did was a waste of effort and irrelevant to the outcome of the war for the French. But Jaujard was simply doing his job as the director of the French National Museums: helping to preserve the country’s soul, the heritage and history that made it worth fighting for and part of what made France special. 

			Of course, the Nazis lost in the end. But many of the artworks they took from other museums were never returned or were damaged beyond repair. The Louvre itself still hosts around 800 artworks that never made it back to their original owners.25 We can learn from Jaujard’s removal of artwork from Paris during the war the importance of building in a significant margin of safety when the risk of failure is high. The future is seldom predictable, and so the greater the threat, the more it’s important to plan for the worst. 

			Conclusion

			Looking at our world through the lens of margin of safety suggests that redundancy is sometimes useful. Broad competence seems very costly compared to specialization, but it is more likely to save us in the outlier situations of life. Efficiency is good for small tasks where failure has little consequence, but life is not exclusively filled with minor challenges and minimal consequences. We are all going to face extreme events where failure is disastrous. 

			Using margin of safety as a model suggests that we should not give in to the temptation of improving our current efficiency while making our future selves vulnerable to calamity. A margin of safety can be an excellent buffer against the unexpected, giving us time to effectively adapt.
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			Churn



			Within systems, components are constantly wearing out and getting used up. This includes both the material and information (the stocks) within a system and the parts of the system itself. Keeping a system functioning requires ongoing replenishing of both the stocks and the parts used to maintain them. We call this process of attrition “churn.” 

			There are examples of churn everywhere. The skin cells on your body are constantly being replaced. Trees in a forest die, and new ones grow. The parts in a car deteriorate with time; some need replacing, and some render the car unfixable once they break. People move in and out of cities. System components are never static, and understanding how and why the stocks change or the parts wear out is important. The churn model is a lens through which you can look at that kind of system change and learn how to work with it.

			In business, churn refers to losing a customer, whether that’s because they canceled a subscription, stopped buying a product, moved away from a store, or something else. No business can retain every customer forever. However, the rate of churn varies depending on factors like the availability of alternatives, ease of switching, and overall satisfaction. Often given as a percentage, churn is a good metric for whether a product fits its market.

			Growth may be good in business, but churn is also important to consider. It doesn’t matter how many new customers a company gets through the door if they don’t stick around long enough to earn back their cost of acquisition. If churn is high, a company may run out of money to acquire new customers.

			Churn can also refer to the turnover of employees, something that varies between industries because of the varying costs for both employees and employers. If hiring and training new employees is costly, a company has an incentive to keep churn low, and vice versa. Fast-food restaurants, for instance, have a higher churn rate than governments. A certain level of churn, even just from people retiring, helps bring in new perspectives and experiences. Too much churn prevents expertise from accumulating.

			When churn is too high in a system, replacing what is lost or used up becomes a process of running to stay in the same place. Once we get stuck in the trap of keeping up with churn, it’s time to step back and reassess if it’s worthwhile or if there’s another way. 

			Since churn of some sort is inevitable in all systems, it’s useful to ask how we can use it to our benefit. Is it worth going through contortions to keep every customer, or should we let a certain percentage go and focus on the core customers who keep our business going? Is it worth trying to retain employees who have lost interest in the job or who would experience more professional growth elsewhere? Understanding your situation through the lens of churn can help you figure out how to harness the dynamics that drive it. 

			Cults

			We can never eliminate churn in groups of people. When the purpose of an organization becomes preventing members from leaving, it turns into a cult. A cult is a group doing everything possible to control its members. Avoiding churn becomes the whole purpose, as opposed to whatever the initial aim was. Every detail is intended to entrap members tighter. Even if the initial purpose was positive, this process can only ever end up harming members. 

			“Today is the first day of the rest of your life.” You might have heard these words as a motivational quote, but their origins are somewhat more sinister. Charles Dederich*, founder of the cult Synanon, is the originator of this quote. Synanon is one of the most notable cults in US history for several reasons. Its success in attracting members lent it a place in popular culture, earning mentions in well-known songs and books between the 1950s and 1990s. It gained support from political figures like Senator Thomas J. Dodd and Nancy Reagan*. Synanon was also practically unrivaled in the intensity of its efforts to prevent members from leaving or the outside world from impeding its activities. It was an efficient churn-minimizing machine. Though the organization began with positive intentions, the goal of holding on to members became all-encompassing. 
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When we have a customer retention rate of 90%, we may think we’re doing great. But over time, the 5% difference between us and our competitor means we have less growth and have to work a lot harder to keep up.

		

			Synanon began in 1958 as a drug addiction rehabilitation program. Dederich, a former alcoholic, started the group in his small flat, using a $33 (about $300 today) unemployment check.1 By its demise in 1991, Synanon had progressed to an incomprehensible level considering its inauspicious origins; it had morphed into a full-blown cult with thousands of indoctrinated members.2 

			When Dederich founded Synanon, treatment options for people with addictions were limited in the United States. Having dropped out of university and failing to hold down a job or make relationships work due to his own out-of-control drinking, he knew the cost of uncontrolled addiction for individuals and their families. Although Alcoholics Anonymous existed at the time, rehabilitation facilities were not widespread, and the belief that addiction is a personal failure was prevalent. Based on his own experiences, Dederich initially believed addiction was curable, provided an individual changed their social context and helped others.3 Although we now know that environment and relationships do play a significant role in addiction, his belief ended up justifying control at the expense of treatment. 

			A decade after Synanon’s founding, Dederich changed his mind about the nature of drug addiction. He decided it was impossible for people with addictions to ever make a full recovery and go on to live regular lives. Synanon members were now expected to stay in the group. Forever. 

			Dederich began using brainwashing techniques to eliminate churn while using the threat of force to deter potential defectors. To grow Synanon further, he started accepting new types of members, including middle-class people in search of personal growth and young people sent to him by court order—showing that the organization had mainstream approval at the time.

			Synanon’s control over members to prevent them from churning was total, using a combination of brainwashing, denial of autonomy, and threats of violence. Synanon members shaved their heads, wore overalls, and quit smoking and drugs cold turkey. As they went about their day in dedicated Synanon buildings, they listened to Dederich repeating his views over radio stations for hours on end. Married couples who joined together had to divorce. Members were not permitted to have children.

			Perhaps the most extreme mind-control technique was “The Game.” During lengthy sessions, members were encouraged to criticize each other and air grievances with anyone in the group. In theory, the purpose was to ensure no secrets were held and no hierarchies emerged. In reality, it served to break members down emotionally before rebuilding them with support from others.4 The Game is best viewed as a deliberate form of traumatic bonding in which cycles of abuse appear to strengthen relationships. Synanon also had a paramilitary group equipped with hundreds of guns and capable of attacking anyone who opposed Dederich or left. A lawyer who sued Synanon found a live rattlesnake in his mailbox, its rattle removed. 

			When Synanon came under legal scrutiny for operating without medical licensing, Dederich declared it was no longer an addiction treatment program and was now a religion. Once again this move allowed more control over members. A rehabilitation or personal development program has an end point. A religion does not. Dederich had a stronger justification for preventing the churn of members. 

			Synanon met its end when the IRS revoked its tax-exempt status and ordered it to pay millions in back taxes.5 Its story teaches us that churn is inevitable within any system and seeking to eliminate it perverts the goals of a system. Regardless of initial intentions, a group that tries to stop anyone from leaving can only end up violent and coercive. People being able to leave as they wish places checks on abuses of power. The same is true for countries or companies. People need the freedom to vote with their feet if things get too bad. In this sense, lack of churn can be a powerful indicator that something is not right. 

			Using churn to innovate

			Churn, at the right level, is a healthy part of systems. Components need to change and be refreshed. In some cases, when churn isn’t naturally high enough, it can be necessary to build it into a system as a deliberate process. People leaving a business can be good. New people bring in fresh ideas. And if you mandate a degree of churn, you can make it less likely that people stay for the wrong reasons or that you do harmful things to prevent them from leaving.

			The value of churn varies with the kind of group you are trying to create, but for organizations wanting to invent and innovate, having a fixed tenure with no bonuses or promotions can keep the focus where it needs to be. This is what a group called Bourbaki did with its members: it ensured a regular turnover to allow for the flow of ideas and inspiration. 

			In 1935 a group of eminent young French mathematicians met in a Paris café.6 Among them were André Weil (a foundational figure in number theory and algebraic geometry), Henri Cartan (a major advancer of the theory of analytic functions), Claude Chevalley (a significant figure in many mathematical theories), Charles Ehresmann (best known for the concept of the Ehresmann connection), and Szolem Mandelbrojt (who received recognition for his mathematical analysis work). As a collective, they had an ambitious goal—though it was a realistic one, considering their credentials. They wanted to compile all existing mathematical knowledge into a single overarching theory, then produce comprehensive textbooks covering it.7 

			They decided that everything they produced should be a group effort and not the work of any particular individual. How else could it be a unified theory reflecting the best of mathematical knowledge at the time and not the opinions of one person? So the mathematicians created a fictional persona to whom they attributed their work: Nicolas Bourbaki* of Poldevia. They took pains to make him seem like a real person.8 Many of the students who used their textbook never had any idea that Bourbaki was a group.

			Aside from a break during World War II, the members of Bourbaki met for a week two or three times each year to work on their textbook series. It was a truly collaborative effort. The mathematicians argued over and debated every single sentence until everyone was at least reasonably satisfied. Each textbook took years of criticism and rewriting to complete. To a casual observer, the approach looked chaotic. There was no discernible system to it. But it meant their work was rigorous. Sometimes, amid a heated disagreement, they would come up with a new way of doing things. The resulting textbooks did indeed have a significant impact on mathematics. By some accounts, the approach they took to conveying knowledge has become the standard.9 

			To understand why Bourbaki is relevant to the mental model of churn, we need to consider the context in which the group began. Unlike other countries, France did not exempt certain professions, including academics, from military service during World War I. This meant that distinguished mathematicians were as much at risk of dying on the front lines as anyone else.10 Those who survived that war tended to have been over 45 years at the time—old enough to be excused from service in the next world war. With the deaths of so many young mathematicians, many of those teaching and writing textbooks in 1935 tended to be reasonably elderly. Though experienced, they were not always entirely up to date with the latest research. The field missed out on the usual regular influx of new figures with new ideas. Having lost a generation of mathematicians, no doubt with many potential geniuses among them, the field stopped progressing at its usual speed in France.11 

			« [Our aim is] to define for twenty-five years the syllabus for the certificate in differential and integral calculus by writing, collectively, a treatise on analysis. Of course, this treatise will be as modern as possible. »

			André Weil’s original proposal

			Part of what made Bourbaki such a revolutionary collective was its insistence that members churn at regular intervals. This ensured an inflow of new perspectives and knowledge. Bourbaki members were asked to retire at the age of 50 and invite new, younger mathematicians to join in their place. While we may decry this as ageist today, it was not a critique of their expertise. The intention was to keep bringing people who had studied the latest theories into the fold. Anyone who wanted to leave the group at any point for any reason could without impediment. If a mathematician lost interest, they didn’t stay. Only those who wanted to remain part of Bourbaki stayed. Its membership was never static.

			Bourbaki still exists in name and runs seminars, although the group no longer publishes anything. But this vibrant, ever-shifting group played an important role in mathematical history in the 20th century. There may be a time one day that calls for it to rise and once again revitalize the field.

			Using the lens of churn on the story of Bourbaki demonstrates there can be value in constant change. Harnessed and directed appropriately, churn brings in new ideas and increases our adaptability. It’s what allows for evolution by selecting for beneficial traits. Within Bourbaki, the churn of members selected for those people with up-to-date knowledge of mathematics and enthusiasm for the project. Within any system, parts need replacing from time to time in order to keep the whole functioning well and to remove anything that proves a hindrance. Churn helps systems improve over time, and it is both undesirable and unrealistic for all the parts to stay the same. However, no matter how often the parts are replaced, no system can function forever. Bourbaki no longer exists in its original form as a producer of textbooks. Its environment changed, and it ceased to be the thing best suited to that task. But while it pursued its original goal, churn helped Bourbaki stay relevant and useful.

			Conclusion

			Churn is not something to fear. Replacing components of a system is an inevitable part of keeping a system healthy. New parts can improve functionality. When we use this model as a lens, we see that new people bring new ideas, and counterintuitively, some turnover allows us to maintain stability. Replacing what is worn out also gives us a chance to upgrade and expand our capabilities, creating new opportunities.
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Algorithms



			Algorithms turn inputs into outputs. One reason they are worth understanding is because many systems adjust and respond based on the information provided by algorithms. Another reason is that they can help systems scale. Once you identify a set of steps that solve a particular problem, you don’t need to start from scratch every time. An algorithm as a model does not need to be about turning your life into processes with end-to-end automation. In this chapter we will explore how algorithmic thinking can help you prevent problems and discover answers.


			« “Algorithm” is arguably the single most important concept in our world. If we want to understand our life and our future, we should make every effort to understand what an algorithm is, and how algorithms are connected with emotions. An algorithm is a methodical set of steps that can be used to make calculations, resolve problems, and reach decisions. An algorithm isn’t a particular calculation, but the method followed when making the calculation. »

			Yuval Noah Harari1

			Algorithms are useful partly because of the inherent predictability of their process. That’s why we like them. We can think of algorithms as a series of if–then statements that are completely unambiguous. In Intuition Pumps and Other Tools for Thinking, Daniel Dennett* defines an algorithm as “a certain sort of formal process that can be counted on—logically—to yield a certain sort of result whenever it is ‘run’ or instantiated.”2 The reliability of a well-designed algorithm in terms of producing consistently logical results is its most attractive feature. Mix flour, water, eggs, and other ingredients in a certain way, and voila! A scrumptious cake results. 

			Dennett includes the three defining characteristics of algorithms:

			
					Substrate neutrality: “The power of the procedure is due to its logical structure, not the causal powers of the materials used in the instantiation.”3 It doesn’t matter whether you read your recipe on a phone or a book; neither has impact on the logic of the algorithm.

					Underlying mindlessness: “Each constituent step, and the transition between steps, is utterly simple.”4 For a recipe to be an algorithm, it must tell you the amounts of each ingredient you need as well as walk you through the process in steps so clear that there is no room for interpretation or misunderstanding.

					Guaranteed results: “Whatever it is that an algorithm does, it always does it if it is executed without misstep. An algorithm is a foolproof recipe.”5 Using a good algorithm, the cake will look and taste the same every time.

			

			Algorithms can be simple, like a recipe containing a clear set of instructions that do not vary over time. They can also be complicated, like computer algorithms that try to predict future locations of crime. Furthermore, if we extrapolate our ideas about algorithms beyond humans and our technology, it’s possible to consider something like the execution of DNA code as an algorithm, or human learning as being the product of biological algorithms. 

			Some algorithms can evolve and learn over time. Others stay static. Depending on the requirements of a system, different types of algorithms are more useful for obtaining the information necessary to maintain resiliency and proper functioning.

			Moving beyond computers, all systems need algorithms to function: sets of instructions for adapting to and solving problems. Increasingly, algorithms are designed to be directionally correct over perfect. They often evolve—or are designed—to get useful and relevant enough outputs to keep the system functioning properly. Neither nature nor humans worry about producing algorithms that produce the most optimal outputs 100% of the time. When we look at a system, it’s useful to consider the underlying instructions dictating its behavior in order to determine how to intervene to improve it.

			Pirate constitutions

			When groups of people work together with a shared goal, they need coherent algorithms for turning their inputs into their desired outputs in a repeatable fashion. For many people to move toward the same aim, they must know how to act, how to resolve problems, and how to make decisions in a consistent and reliable manner. 

			For people to follow systems of rules, the right incentives need to be in place. Often the threat of force is relied upon for compliance, especially when people have not chosen to be part of a system or cannot leave it. But when people choose to work together, it’s possible for them to evolve systems of rules that benefit them and that avoid pitfalls such as unjust leadership. 

			A constitution is one means of making that happen. It can be thought of as a high-level algorithm to limit the power and define the responsibilities of those charged with governance.6 It is a means of increasing the chance that leaders work for the benefit of the people, not for their own enrichment. It exists on a level higher than law; it determines how the law itself works. Welding politics, literature, and law, a constitution is something to turn to for guidance when leaders face problems, as well as a source of reassurance for the people. For countries, designing a constitution tends to be a meticulous process that takes into account political ideals. However, it’s not just countries that have constitutions. The concept can make sense for any group of people with rules to follow and leaders to keep in check. Nor does a constitution need to be about lofty ideals; it can evolve without planning to achieve quite different aims. All it takes is for a group of people to aim for the same outcome and look for the best, most consistent way of achieving it. A constitution will never be perfect, but clear goals and consistent application with the ability to make amendments can increase the chance it achieves its intendend outcomes. 

			In popular culture, pirates of the past are often portrayed as lawless, wild rebels. They roamed the high seas, answering to no one and plundering treasure from whatever hapless ships happened to sail into their paths. In reality, this wasn’t the case. To be a successful pirate, it has always been necessary to operate like a controlled business. The pirates who survived the longest and became the richest during the heyday of piracy did so by following rigid rules underscored in many cases by something a lot like a constitution, known as articles, as Peter T. Leeson explains in The Invisible Hook.7 

			We can think of pirate articles as an algorithm that helped turn physical labor and resources, such as gunpowder, into valuable plundered goods and money. Every detail that went into a ship’s articles needed to have a positive contribution to its profits. Pirates opted for whatever rules helped their bottom line without considering factors that were relevant for landed people. 

			Looking at the way they formed their articles during the golden age of piracy in the early 18th century can teach us a great deal about how groups of people use algorithms to ensure collaboration toward shared goals. They also show us that algorithms need room for adaptation and change if they cease to work for the people involved as well as mechanisms for modification if something breaks. By seeking profit above all else, pirates ended up designing a legal system that was far ahead of its time and arguably fairer than that of mainstream society in that era.8

			When a person joined a pirate fleet, they renounced their connection to mainstream society and became part of a floating society. That meant they could no longer rely on mainstream law to protect and govern them. As Leeson writes, “Pirates had no government.…Pirates had no prisons, no police, and no parliament. They had no barristers, no bailiffs, and no royal bench.” With an average crew comprising 80 members,9 usually from different countries, they couldn’t rely on standard social bonds.10 At the same time, pirates needed to be able to cooperate seamlessly, to ensure everyone put in their full effort, and to ensure adequate leadership without abuse of power. If they could overcome all of these hurdles, the rewards could be enormous. A pirate could earn a hundred or even a thousand times as much per year as a merchant seaman.11 As a result they had a strong incentive to come up with articles that helped them attain the level of organization needed for dangerous attacks.12 Articles were designed to produce a set of repeatable behaviors in the pirates who followed them and thereby tame uncertainty in the high-stakes situation of raiding another ship. They couldn’t control external factors, like the weather or the behavior of the crew of a captured ship, but they could ensure their fellow crew members behaved in predictable ways best suited to profiting. 

			A typical set of articles required a crew to keep their weapons in good shape, not gamble with each other aboard the ship, not drink below deck after eight p.m., and resolve any disagreements on the shore.13 All had obvious benefits. A pirate with poorly maintained weapons would not be able to fight as well when taking control of another ship. Gambling could lead to conflict and reduce cooperation. Drinking below deck would disrupt the sleep of other pirates. Resolving disagreements on the shore meant that fights couldn’t injure bystanders or harm the ship. Articles covered the allocation of plunder (which was equal, aside from leaders receiving a bit more), bonuses for anyone who showed unusual bravery (to compensate the added risk involved), and what we could consider a prototype of disability benefits for anyone injured in battles.14 Plus they stipulated punishments for wrongdoing, what leaders could and couldn’t do, and requirements for any new rules.15

			All very impressive, but why would a bunch of violent criminals want to follow a set of rules imposed upon them? Because pirate society was democratic at a time when mainstream society was not.16 Implementing a set of articles required unanimous agreement from everyone on board. This ensured pirates only joined a ship if they were willing to follow its rules. 

			What if a tyrannical captain decided to abuse his power? Pirates had a solution for that too. They voted their captains and quartermasters into power by majority and could remove them from office at any time, for any reason.17 Everyone had weapons, and if a captain didn’t want to respect the results of a vote, they didn’t have much choice once the crew turned on them. Dividing leadership between two people provided an additional check. Captains led during battles, and quartermasters handled the day-to-day matters.18

			Ching Shih* is a pertinent example of how tight systems of rules helped pirates succeed. Born in China in 1775, Ching Shih may have been the most successful pirate to ever live. She began her career as a sex worker in Canton, where she met the pirate Zheng Yi. He proposed to her, and she agreed—provided she had an equal share of his wealth and power aboard his Red Flag fleet. When her husband died, she took full control, becoming one of few female pirates.19 At one point, she oversaw 70,000 to 80,000 pirates and up to 2,000 ships, a fleet of unusual size.20 To give context, the most famous pirate of all, Blackbeard, probably never led more than 700 individuals, with his crew typically numbering a few hundred.21 Ching Shih was essentially leading a floating city that needed to be able to control itself without the help of the standard legal system. After all, a pirate who discovered that a crewmate had stolen his already-stolen plunder couldn’t report them to the police. 

			Ching Shih laid out a strict set of rules for all of her pirates that was designed to ensure both her power and their success. When they attacked other ships, she ordered her crew only to harm anyone if they failed to surrender. They could not step onto land without permission—the penalty for doing so twice was death. After the looting of a ship, they had to report all goods and not keep more than a fifth. Deserters were mutilated. It was the death penalty for anyone who gave unsanctioned orders, harmed land people without provocation, or raped a female captive. 

			Ching Shih’s might was so great that, unlike most pirates, she was able to peacefully retire in great wealth, having negotiated terms with the Chinese government.22 

			The existence of pirate laws might be surprising at first glance, but when we consider the context in which pirates worked, they were necessary for success and survival. Looking at how pirate leaders like Ching Shih managed to lead large numbers of pirates in high-stakes situations teaches us how algorithms can ensure cohesion within systems. For a system to produce its intended output, the goals of its parts need to be aligned in the same direction. This increases the chances of consistently achieving a predictable outcome. 

			Controlling so many pirates was a major challenge, but Ching Shih managed it by enforcing a strict system of rules. Her enforcement is the critical component for understanding her actions through the lens of algorithms. Part of the definition of an algorithm is that it uses the same input every time and produces the same output every time. By all accounts, Ching Shih was invariant in her application of the rules. There were no exceptions. Of course, pirates operated in a complex world where conditions were always changing, and even the tightest system of rules couldn’t ensure the same outcomes each time they raided a ship. But her strict enforcement gave Ching Shih the best opportunity to produce consistent and reliable outputs.

			— Sidebar: New Numbers

		





			New Numbers

			Where algorithms can become really interesting is when seemingly innocuous, standard inputs create entirely brand-new outputs.

			Algorithms seem to be a natural consequence of repetitive actions. For most humans, doing the same thing in the same way over and over gets boring. We thus wonder if there is a way to codify those repetitive actions to streamline the process. A lot of modern math seems to be a result of the codification of the processes used to manipulate numbers. When you multiply 157×2,693, you probably don’t count the individual units in each group in sequence. You likely use a calculator (programmed with algorithms) or a pencil-and-paper method that has you starting with 7×3. 

			One way to interpret the history of numbers is that certain numbers didn’t exist until they were produced by an algorithm. Think of negative numbers. They are common enough now, especially for those of us who live in cold climates, but if you think about it, they aren’t intuitive. It’s hard to imagine ancient humans looking at a bunch of mammoths and thinking there might one day be a negative amount of them. There could be ten mammoths on the plain, two mammoths, or no mammoths, but negative five mammoths? Not likely. 

			In the book Arithmetic, Paul Lockhart suggests that negative numbers are the result of subtraction. Imagine you are in agriculture 3,000 years ago. The addition algorithm says that when you have three bags of grain, and you trade for two more, you will have five bags of grain. But then you decide to give one to your poor cousin. Now you have to “un-add,” or subtract. The act of subtracting is really the acknowledgment of the negative. You have five bags of grain and negative one bag of grain. And if you are interested in the processes you’ve just exposed your numbers to, you’ve got an interesting problem.

			Lockhart says, “The issue here is symmetry—or rather, the lack thereof. With addition, no matter what number I have and no matter what number I add to it, their sum is a perfectly valid entity, already extant in the realm of numbers. With the subtraction operation, however, we have an unpleasant restriction: the number we are taking away cannot exceed the number we have. There definitely already is a number that when added to three makes five, but (at the moment) none of our numbers play the role of ‘the thing that when added to five makes three.’”1 Use of subtraction quite likely prompted the idea of negative numbers, which aren’t obvious in the physical representations of amounts we would have encountered in everyday life.

			Essentially our process might have gone something like this: Let’s say our ancient subtraction algorithm for two values is something along the lines of input two distinct, countable whole quantities. Remove the quantity of the second value from the quantity of the first value. So five bags of grain minus one bag of grain becomes four bags of grain. But because our algorithm didn’t say anything about the minimum value of the quantities, we could easily input six and then nine. Which leaves us with what? The non-intuitive concept of a number representing negative three.

			The same thinking gives us an understanding of how we got irrational numbers. After some playing around with numbers and their properties, a process was invented called “square root.” The square root of a number is another number that, when multiplied by itself, gives you the original number. So the square root of 9 is 3, and the square root of 64 is 8. We can have a lot of fun plugging various number inputs into the algorithm that calculates a square root. Some numbers don’t get such pretty results, and their square root is a fraction. But they are still rational numbers. However, plug 2 into the algorithm for calculating square root (and why wouldn’t you? It’s such an accessible little number) and you get something entirely different. The world’s first irrational number. 

		

			Finding quality inputs

			Algorithms are developed to get a certain output. As we’ve discussed, you start with inputs, you follow a process, and you end up with expected outputs. However, sometimes it’s not obvious which inputs will result in the desired outputs. So one way to use this model is to help you determine and refine what kind of inputs to feed into it in the first place. You can consider it “algorithmic thinking.” You may not have the luxury of a completely closed system where you can implement complete end-to-end automation, but the lens of algorithms can show you how to organize your system to leave as little to chance as possible. 

			In the late 1920s, one company developed a repeatable process to try to create the world’s first broad-spectrum antibiotic. After World War I, scientists had a good understanding of bacterial infection. They were able to identify some of the primary bacteria, such as Streptococcus, that caused incurable infections. They also understood how and why bacterial infection often occurred, such as from exposure to contaminated tools and instruments. But once infection took hold in the body, there was no way to stop it. What was missing was an understanding of bacteria—how it worked and where it was vulnerable.

			Bayer, a giant German pharmaceutical company whose origins lie in dye-making, decided there was money to be made if they could find a cure for bacterial infections inside the body. There was some indication that a substance with bacteria-fighting properties could be created; earlier research had produced a treatment for syphilis called Salvarsan, but nothing else had been found in the subsequent 15 years.23 

			In charge of pharmaceutical research for Bayer was Heinrich Hörlein*. He thought the research to find bacteria-killing drugs was lacking scale and therefore too much was dependent on individual scientists. So at Bayer, he created an industrial system to identify possible antibacterial compounds and hired dozens of people to put each antibiotic candidate through the same algorithmic-like process.

			In The Demon Under the Microscope, Thomas Hager explains Hörlein knew the search would take years but also knew that success would result in enormous profits. Thus he aimed “to expand drug research from the lab of a single scientist to an efficiently organized industrial process with carefully chosen specialists guided by a coordinated strategy.” Hörlein hired Gerhard Domagk* to run the “recipe,” putting each compound created by the chemists through an identical testing and evaluation process to see if the result would be an antibiotic that was safe for humans.24 

			Domagk and his team tested the chemicals given to them by Bayer’s chemists. One of the most prolific chemists was Josef Klarer. He produced hundreds of new chemicals that were systematically tested by Domagk and his assistants. Each chemical compound was tested against a panel of “the most common and deadly bacteria: tuberculosis, pneumonia, Staphylococcus, E. coli, and Streptococcus pyogenes.” After a bit of initial refining, Hörlein and Domagk created “a smooth-functioning, reliable machine for discovery.” The chemicals were tested both in test tubes and in living animals. In the animals, each chemical was “delivered three different ways (intravenously, subcutaneously, and by mouth).” Every chemical was tested the same way in mice, and meticulous records were kept of each test.25

			Time went by. Thousands of mice died. But they did not give up on their process. As the years went on, “despite the repeated negative results, Domagk changed neither his methods nor his approach.”26 The team knew their recipe for testing was correct, and one day it would produce a result that would allow them to refine their inputs. 

			In the fall of 1932, the methodology and patience paid off. Klarer decided to attach sulfur to an azo compound. Chemical Kl-695 was put through the testing process that thousands of other chemicals had been put through in the previous years. For the first time, the process produced the desired result: mice that recovered from bacterial infection with no apparent toxicity. Domagk didn’t yet know how it worked, only that it did. “Strangely, it did not kill strep in a test tube, only in living animals. And it worked only on strep, none of the other disease-causing bacteria. But given the number and deadliness of strep diseases, it worked where it counted.” Funny enough, Domagk was on vacation during the first round of testing of Kl-695 and so missed witnessing the initial breakthrough.27 But the process by then was so entrenched, any one of the dozens of people on the team could run it.

			The discovery of chemical Kl-695 allowed the team at Bayer to refine the inputs they put into their testing algorithm. “Klarer now made variations on Kl-695, finding that as long as sulfa was attached to the azo-dye frame in the correct position, the drug worked against strep. Attaching sulfa to an azo dye—any azo dye—somehow transformed it from an erratic, ineffective chemical into an efficient anti-strep medication.”28 They kept refining their inputs so that more effective azo-sulfa compounds were discovered, including Kl-730.

			What the Bayer scientists didn’t realize was that it wasn’t the azo-sulfa combination that was the key, but rather the sulfa itself. Later research demonstrated the efficacy of the sulfa in treating strep infections. Structurally sulfa looks a lot like PABA, a key nutrient for some disease-causing bacteria like strep. The bacteria bind to sulfa, mistaking it for PABA, but cannot metabolize it, effectively killing them. Sulfa is cheap and widely available, so once Bayer’s sulfa antibiotic was on the market, many companies began to make their own.29

			Bayer’s algorithmic-like approach that led to the discovery of the antibiotic properties of sulfa had wide-reaching effects. “Sulfa also changed the way drug research was done. Before sulfa, small laboratories followed investigators’ hunches, and patent-medicine makers cobbled together remedies without testing the results. After sulfa, industrial-scale chemical investigation guided by specific therapeutic goals—the system for finding new medicines pioneered by Hörlein and his Bayer team—became the standard. Successful drugmakers were those who followed the Bayer model.”30 Bayer continued to discover many useful antibiotics using a system that codified the process as much as possible.

			Having the correct algorithm can help you even if you aren’t sure about the best inputs to get you the results you want. By testing various inputs in a repeatable process, you can use the results to refine what you feed into the algorithm. You don’t always need to be good at knowing the answers, you just need to have a good algorithm for finding them. 

			Conclusion

			At their core, algorithms are a clear set of rules that provide instruction on what to do. We can also conceptualize them as if–then processes that are useful because they can help us ignore variables that don’t matter and focus on requirements. Algorithms as a model suggest a way of thinking that explores what processes can be put in place to get us the results we want. 

		





			Supporting Idea:
			Complex Adaptive Systems
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			« Often, scholars distinguish between complex systems—systems in which the entities follow fixed rules—and complex adaptive systems—systems in which the entities adapt. If the entities adapt, then the system has a greater capacity to respond to changes in the environment. »

			Scott E. Page1

			Some systems are simple and nonadaptive. You can learn how they work by learning about their parts. They don’t change based on their environments. For instance, imagine a basic pocket watch. You can take it apart to figure out how it works, and it keeps working the same regardless of what goes on around it—within limits. 

			Complex adaptive systems have properties that are greater than the sum of their parts. You cannot understand them from studying their individual components, which may be simple but which interact in unpredictable, nonlinear ways. A few, often basic rules enable the parts to self-organize without centralized control. The way the various components interact and pass information between themselves creates complexity. A system's ability to change in response to its environment and in pursuit of a goal makes it adaptive.2 Complex adaptive systems have “memories”—they are impacted by what has happened to them before. 

			One example of a complex adaptive system is the traffic within a city. While cars are simple systems in the sense that the way they work is a logical outcome of all of their parts working together, when we look at the combined interactions of cars, we see remarkable self-organization. Traffic changes its behavior based on information from its environment. Focusing on one car won’t teach you about the entire system because what matters is the interactions between them. 

			In Complexity: A Guided Tour, Melanie Mitchell defines a complex system as one “in which large networks of components with no central control and simple rules of operation give rise to complex collective behavior, sophisticated information processing, and adaptation via learning or evolution.”3 

			Within complex adaptive systems, components are all interdependent. They can directly or indirectly influence the behavior of the entire system. If one car breaks down on a main street, it can have knock-on effects for the traffic in the rest of the city. Interactions between parts amplify the impact of tiny changes. 

			In a complex adaptive system, we can never do just one thing.4 Any time we intervene, unintended consequences are almost inevitable. Often when we try to improve a complex adaptive system, we end up making things worse because we overestimate our degree of control. 

			To work with complex adaptive systems, we cannot expect them to be governed by predictable rules. Nor can we expect to understand the macro by examining the micro. To handle complex adaptive systems, we need to be comfortable with the nonlinear and the unexpected. 

			Another aspect of complex adaptive systems that can derail us is their ability to learn and change in response to new information. Consider a model that predicts the spread of the flu among a population. It will need to anticipate that people can change their behavior. If people hear warnings of an epidemic or see others getting sick, they may be much more likely to get vaccinated.5

			We can still learn from complex systems; we just need to be humble and use the scientific method. We must not mistake correlation for causation, and we should always be open to learning more about the system and accepting that it will change. What we learned yesterday may guide us, but it can change tomorrow. We shouldn’t give up just because a system is complex. 

			From the outside, complex adaptive systems can look chaotic, but they tend to work best when slightly disorganized, as this allows for mutations and experimentation. In the long run, deviations tend to cancel out into more coherent patterns of functioning. 

			« No gluing together of partial studies of a complex nonlinear system can give a good idea of the behavior of the whole. »

			Murray Gell-Mann6
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Critical Mass



			A system becomes “critical” when it is on the verge of changing from one state to another. The final unit of input before the change has a disproportionate impact. It is the proverbial straw to break the camel’s back. Before a critical mass is reached, the camel can support the amount of weight it’s required to carry. Then the weight passes a threshold where any additional amount is disastrous, and the final straw tips the camel into another state. Once a system passes a certain threshold and enters a critical state, it only takes a tiny nudge to change it. 

			When a system changes from one state to another, we say it has achieved critical mass, also known as reaching the tipping point. In social systems, critical mass tends to mean when enough people have adopted something, such as a belief or product, that its growth can sustain itself. In his 1978 book Micromotives and Macrobehavior, game theorist Thomas Schelling* wrote, “The generic name for behaviors of this sort is critical mass. Social scientists have adopted the term from nuclear engineering, where it is common currency in connection with atomic bombs.”1 

			The amount of energy required for a system to achieve critical mass is variable. Different systems have different properties and thus require varying amounts of inputs to tip from one state to another. 

			Heated water is at critical mass when it is hot enough to change from liquid to gas. There is a massive difference between 211 and 212 degrees Fahrenheit. One is the boiling point; the other is not. In business, critical mass is the point where a business makes enough money to no longer need outside investment or the point where the financial growth of a company becomes self-perpetuating. In epidemiology, critical mass can refer to the point where enough people are vaccinated in a population to prevent an infectious disease from spreading to vulnerable people who cannot be immunized. 

			Using critical mass as a model helps us understand the effort required to achieve sustained change. Systems have certain inflection points where they change from one state to another. It doesn’t help us to focus solely on the tipping point and ignore the work required to bring a system there. Because the inputs that tip a system into a new state tend not to have a linear effect—the final unit of input that leads to the change in state has an outsized marginal impact—we are disproportionately impressed by them. We are also disproportionately affected by them. But the straw only breaks the camel’s back when there is already a lot of weight on it. Putting one piece of straw on a camel isn’t always going to have the same effect. 

			The critical mass lens also helps us identify the parts of a system we can target to advance change. In social systems, for example, we don’t need to spend equal effort changing everyone’s mind. We can instead focus our efforts on changing the minds of opinion leaders to more quickly progress change. 

			Systems in a critical state tend to be precarious, but they don’t stay that way for long because they’re so easily tipped.2 Getting insight into what could be the straw is valuable, as is recognizing when a system is poised on the edge of instability. A pencil balanced on its end may appear at equilibrium as it remains upright. But it could topple at the slightest disruption, so it is not stable.3 

			— Sidebar: The Overton Window
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			The Overton Window

			Day by day, people’s minds don’t change that much. It’s unusual for someone to wake up one day and decide to completely change their tack on a pertinent issue. But in the long run, over decades, the ideas in the mainstream alter drastically. Fringe ideas become mainstream, and mainstream ideas become fringe. One way to understand this phenomenon is by considering the Overton Window, a concept developed by Joseph P. Overton in the 1990s as part of his work for the Mackinac Center for Public Policy. 

			The Overton Window refers to the range of ideas considered acceptable for politicians to propose as policy. Ideas outside of that, no matter how good, cannot gain widespread support. They’re too extreme for the current climate and are best avoided lest they harm one’s chances of re-election. Over time, the Overton Window shifts. Some politicians may advance far-out ideas in a deliberate attempt to move the Window further from the norm and make more moderate ideas more palatable. 

			Ideas move in a progression: unthinkable ≥ radical ≥ acceptable ≥ sensible ≥ popular ≥ policy.1 For instance, the suffrage movement shifted the Overton Window to make the idea of women being able to vote move from unthinkable to policy. Now to suggest otherwise would be unthinkable. 

			Politicians must prioritize the Overton Window over their personal beliefs.2 It’s important to recognize that the Overton Window isn’t universal. The conservative political positions of one country may be considered liberal in another.

			The value of the Overton Window as a concept is that it encourages us to recognize that attitudes and opinions are not static. What we consider acceptable today may one day be unacceptable. Ideas that are fringe and wacky now may one day be mainstream. 

		

			The work required for change

			We like to tell stories about the tipping points. We look at the landmark cases or individual actions that sparked a cascade of change in the past and wonder how we can re-create them to push our current system into a new state. Using the mental model of critical mass, however, reminds us that it is equally important to pay attention to the effort involved in the buildup. 

			In September 1893, New Zealand became the first self-governing country to give most adult women the right to vote in parliamentary elections. American women would not earn this right for another 27 years and British women for 25. An important thing to understand about women’s suffrage in New Zealand is that it was far from a sudden change, even if it may have appeared as such from afar. Through the efforts of many people over many years, there was a slow shifting of the Overton Window to the point where women being able to vote became reasonable in the minds of enough people to shift the voting system into a new state. 

			Certain unusual aspects of New Zealand’s society and events in its history helped lay the groundwork for changes in the voting system even before the official suffrage movement began.4 Many of the people living in New Zealand had settled there in recent decades and desired to create a fairer society than the European one they had left behind.5 Seeing as the population was small (under 750,000 in 1893, including 40,000 Maori),6 fewer minds needed changing to create a critical mass. The movement received support from prominent male politicians early on, which aided in getting a foothold in Parliament. 

			Women receiving equal access to education in New Zealand was another key factor in the buildup of opinion change to critical mass. Due to the campaigning of educationalist Learmonth Dalrymple*, girls received the same secondary education as boys, with the first school for girls opening in 1871.7 Dalrymple also successfully ensured women were able to attend university, where they made up half the student body by 1893.8 Greater education led to improved employment prospects outside of the home, beyond the customary option of domestic labor. More and more women entered the workforce once they had better education, gaining social influence in areas such as teaching, journalism, medicine, and the arts.9 When they faced worse working conditions than men, New Zealander women began to unionize.10 

			In many ways, the New Zealand suffrage movement was entwined with the temperance movement, which sought to restrict or prohibit the consumption of alcohol. Throughout the 19th century, alcohol became a growing problem in many countries, leading to poverty, violence, crime, and harm to family life. For New Zealanders, it was particularly harmful among men working in the agricultural, maritime, and industrial industries.11 As in many other countries, it was reported that many men drank away their wages before even making it home on the weekend, leaving their wives and children bereft. Seeing as women tended to suffer the most as a result of widespread heavy drinking, they were influential in the movement. 

			Although the temperance movement never achieved the aim of total prohibition in New Zealand, it constructed a framework for women to politically organize. Alongside unionization, it gave women the confidence that they could have influence if they worked together in sufficient numbers with clear goals and a sense of focus. As Patricia Grimshaw writes in Women’s Suffrage in New Zealand, “Women, on the practical side, learned the arts of organization, administration, and leadership which could be turned to use in later years in their own cause. Women, on the ideological side, entered a sphere in which a new outlook on their basic rights developed rapidly, spurring them to aim at the realization of their full rights as women.”12

			All of this work culminated in the suffrage movement, led by Kate Sheppard*, which built upon the social change that had been growing since the country’s founding. In the early 1890s, Sheppard organized several petitions in favor of women being able to vote, which she presented to Parliament. Despite initial failures, the movement kept trying, gaining more and more support each year. By 1893, her petition amassed 32,000 signatures, a number all the more impressive considering the tiny population of the country at the time. After numerous attempts, the bill passed by a whisker. The changes in opinion had reached critical mass. 

			In turn, women earning the right to vote in New Zealand helped motivate and inspire similar movements elsewhere because it showed wider suffrage was possible. After World War II, women’s political emancipation spread around the globe, a visible symbol of wider improvements.13 Once you pass a tipping point, the whole nature of a system changes. It develops new properties, and new things are possible. New Zealand was that tipping point for women’s suffrage in many other countries.

			When we look back at significant social changes, it’s important to recognize the work involved in building a critical mass. Women getting the vote in New Zealand was the result of years of effort on many different fronts to build the capabilities needed to change opinions. As social norms regarding women voting started to change, the movement gained the critical mass necessary for petitions in Parliament to be the final straw that resulted in a new state.

			We can learn from the mental model of critical mass that changing a system doesn’t require changing everything about it. Changing a small percentage of its parts can shift the whole thing into a new state. Getting people to alter their beliefs doesn’t mean convincing everyone; once you pass a threshold, the change perpetuates itself.

			— Sidebar: Minority Opinions

		





			Minority Opinions

			Sometimes, people change their minds a lot in a short time. Although it can seem as though this shift occurs overnight, what really happens is that things change slowly until a critical mass of people hold a viewpoint. Interestingly, a majority is not required for things to tip and result in almost everyone changing their minds. Once opinion leaders hold a viewpoint, it spreads easier because people who don’t hold this same viewpoint face negative consequences. Targeting opinion leaders can accelerate getting to the tipping point. 

			Researchers at Rensselaer Polytechnic Institute identified the percentage of a population necessary for social change as 10%. They stated that this holds true regardless of the type of network.1 However, other research suggests the number is much higher, with around 25% of a population being the tipping point. Past this point, a minority view can replace the prevalent status quo. The researchers attribute this to most people not being as committed to their opinions as they imagine, meaning they’re liable to change their mind as those around them do. The 25% figure is likely to vary depending on the extent of the stake people have in their viewpoints and the social clout of the minority seeking to change things.2 

			
				[image: YYY replace to include woohoo]
			

		

			— Sidebar: Madeline Pollard

		





			Madeline Pollard

			Unprecedented legal decisions are often the most visible sign of significant social change. They can appear sudden and dramatic, but they are usually the result of a slow build of changing opinions that becomes impossible to ignore at a certain point. One such case that stands out is that of Madeline Pollard and her legal battle with a congressman William C. P. Breckinridge. 

			In 1894, the attention of Americans was ensnared by Pollard’s suing Breckinridge for breach of promise, seeking compensation of $50,000. The story went far beyond the two of them and was symptomatic of the wider social changes that would soon earn women the right to vote. 

			The pair met when Pollard was a struggling seventeen-year-old student with no parents and he was a successful politician three decades older. They began a lengthy affair, during which he financially supported her and she gave birth to, then gave up, two of his children. Pollard believed Breckinridge intended to marry her only to discover he had lied.1 She decided to sue, even though women had been laughed out of court for similar cases only a few years earlier.2 The trial was vicious, and the media lapped it up.3 But Pollard ended up winning, a victory that set an important precedent. It helped highlight the double standards of the time. While we could look at the case as a turning point, it was really the result of changing opinions building up until a critical mass was reached.4 

		

			Organic cities

			In nuclear physics, critical mass refers to the minimum amount of fissile material needed to start a self-sustaining reaction. You can pile up the uranium, and nothing will happen until a high enough density is reached. To focus on what prompted the change from inert to active in a nuclear reaction isn’t all that interesting. It’s just one more bit of uranium. The more interesting question is, how much is needed to kickstart the reaction to continue without further inputs? The lens of critical mass is thus a useful one to apply to other situations where we’d like to produce self-sustaining reactions, such as cities. 

			Cities are complex systems where planners have often misidentified the elements required to create enough density to produce self-sustaining interactions.14 In cities, it’s not the amount of infrastructure that produces interactions, it’s how that infrastructure is laid out. A certain number of interactions are required for a city to function well and adapt to meet the needs of those living in it. What makes a city safe, interesting, prosperous, and creative isn’t the buildings or streets. It’s how the infrastructure fosters interactions and relationships between people. 

			Jane Jacobs* wrote extensively in The Death and Life of Great American Cities about how to achieve self-sustaining interactions in cities and why they are important. She argued that when we isolate parts of cities, we miss the many interconnected functions that they perform. For example, “A city sidewalk by itself is nothing. It is an abstraction. It means something only in conjunction with the buildings and other uses that border it, or border other sidewalks very near it.”15 

			The system formed by a sidewalk and its users is what makes an area both safe and interesting. When the area around a sidewalk is subject to active mixed uses—homes, cafés, shops, and so on—there are always eyes upon it and people passing through. These people do not need to know each other or even talk to each other. It is enough that they see each other, are aware they are watching and being watched, and observe each other’s behavior. Jacobs writes, “The basic requisite for such surveillance is a substantial quantity of stores and other public places sprinkled along the sidewalks of a district; enterprises and public places that are used by evening and night must be among them especially.”16 

			It is the interplay of people that ensures a sidewalk is safe and places limits on antisocial behavior. People moderate how they act knowing someone is or might be watching. Any antisocial behavior that does break out is likely to be swiftly halted by the interventions of bystanders. An organic, unorganized system of control enforced by social norms is more immediate and effective than the use of police, although the threat of them being called plays a role.17 

			To understand why neighborhood safety breaks down in certain situations, we need to consider a sidewalk as needing a minimum number of interactions in order to function as part of a city system instead of just a piece of concrete. You’d feel safer at night walking along a street lined with bars open late than one with stores that close at 5:00 p.m. You’d feel safer walking along a main street passing the fronts of houses than an alleyway only visible from a couple of windows. You would feel safer on a crowded street than an empty one with a police officer present. You feel safer on a sidewalk that is part of a whole system of self-sustaining interactions.18 The more people that are using a sidewalk, at different times and for varied purposes, the better it functions as a safe space. This is true outside of cities, but other factors are likely to be relevant for safety in towns or rural areas. 

			It is this “intricacy of sidewalk use, bringing with it a constant succession of eyes” that also makes an area lively and interesting, and therefore a desirable destination.19 Activity attracts more activity. Many people using an area brings economic benefits, which further attracts more businesses, especially more unusual and specialized ones, which in turn attract more people. 

			Visual activity is appealing to the eye. We like to watch things happening and other people going about their days, so crowds attract more crowds. People who watch attract more people who do by making an area safer, and people who do attract more people who watch by making an area interesting.20 It is a feedback loop that is dependent on a myriad of uses and interactions.

			Our experience of a city also has to do with the relationships it fosters with other people. Again, interactions are paramount. Both social isolation and a lack of privacy are risks in cities. An individual may contend with both throughout the course of a day in a poorly designed city. Ideally we gravitate toward spaces where we can have controllable levels of interaction with others. In Happy City, Charles Montgomery says, “The richest social environments are those in which we feel free to edge closer together or move apart as we wish. They scale not abruptly but gradually, from private realm to semi-private, to public; from boardroom to living room to porch to neighborhood to city.”21 

			One instance of an environment that allows individuals to regulate their level of interaction but also accommodates a wide variety of users is a plaza or square. Present at varying scales as a standard feature of the city, squares are mixed-use areas in which one could, among other things, meet a friend or date, enjoy a coffee at a sidewalk café, watch a street performer, exercise a dog or child, attend a protest, or strike up a conversation with a stranger. The surrounding bustle allows for both safety and interest. You feel safe meeting a date or talking to a stranger because there are enough people around to take note if something goes wrong. But you also feel comfortable having a private conversation with a friend or writing in a notebook because no one is likely to pay much attention to you in particular with so much going on. 

			Space alone does not create this environment. An overly large square can actively repel people as it feels overexposed and empty. A popular one must have enough activity and reasons to visit in a small enough space to create the density needed for spontaneous and ongoing interactions to occur. 

			Strøget is a network of pedestrianized streets in Copenhagen created in the 1960s as part of an effort to switch the city’s focus from cars to pedestrians and cyclists. Closing off the area to cars was a controversial move. People didn’t believe Danes would simply want to mingle in a public space, considering the country’s typically cold weather and lack of a preexisting café culture. 

			But today, Strøget is a lively area with an annual peak of 120,000 visitors braving the icy Danish winter on the last Sunday before Christmas. 

			Strøget works because it manages to combine many possible uses in one area, making it a busy and engaging place to visit. It facilitates the interactions needed for a city to function in a way that promotes needs like psychological safety and controllable social engagement. Pedestrians and cyclists pass through on their way to somewhere else. Shoppers visit both luxury boutiques and chain stores. Others visit the theater or church. Street performers attract audiences, as do peaceful demonstrations. People sit at pavement cafés or wander along eating inexpensive street food. Tourists visit museums and art galleries.22 People are willing to brave the cold because the area has so much to offer. 

			Architect Jan Gehl* has since applied the principles of Strøget to other parts of Copenhagen and cities around the world. The city was able to promote a new sort of street culture by recognizing that a bustling public space is the product of a number of factors coming together at a certain density.23 Street culture is not specific to certain cultures; it is about having the right kind of spaces for it. These spaces recognize that a minimum of interactions must be maintained in order for them to function in a self-sustained way. The actual architecture should be invisible because the focus is on the people and on bringing out their best qualities. 

			The idea that infrastructure needs to promote and facilitate a certain number of interactions and not just look good explains why some attempts to design and build cities from scratch have been riddled with problems. If you focus on the infrastructure first and just build a list of requirements—like houses, stores, and streets—you increase the chance that your city won’t function well. Rather, the infrastructure needs to be designed to facilitate a critical mass of interactions—something that planned cities often miss. Planned cities may try to design out those interactions because designers see them as a waste of time, or they may even want to discourage any type of organized action. 

			Planned cities often segregate different functions, like workplaces and homes, ignoring the benefits of mixed-use areas, which are the standard in natural cities. Visually this looks ordered and pleasing, but it doesn’t promote the interactions cities require. It’s useful for people to be able to access resources close to where they live. It cuts down on commuting and increases time people can spend on relationships. 

			Mixed-use areas combining residential and commercial elements create more interactions than those segregated for one function. Planned cities may segregate roads and sidewalks for pedestrians, viewing driving and walking as distinct activities. But this prevents people from being able to hail a taxi and combine the two functions.24 

			Brasília, the federal capital of Brazil, was designed in the 1950s and ’60s to replace Rio de Janeiro as the capital. Architect Oscar Niemeyer and urban planner Lucio Costa crafted a vision of a utopian city from scratch. In the visual sense, Brasília is a stunning World Heritage site. From the air, it has a beautiful birdlike form. As a place to live, it functions less well. 

			Areas of Brasília have specific uses: people live in one part, work in another, and shop in another. Without mixed-use areas or much catering to pedestrians, the city cannot form a street culture. Communities cannot cohere due to a lack of areas where people can mingle. Visual order—Brasília is laid out in a grid—does not translate into good function. 

			Everything in Brasília was built new and modern to similar specifications. Yet cities need buildings of varying age and quality to allow for people at different income levels. The architects and designers never planned for low-income housing, despite Brasília needing inexpensive labor as much as any other city.25 As a result, unofficial areas have sprung up around the city that house its poorer residents. Only by deviating from the plan can it function at all.26 

			So although Brasília contains the same parts as a typical city, those parts do not facilitate much interaction. It seems as if its designers believed that the arrangement of the infrastructure is irrelevant to city functioning. But how the infrastructure is laid out is critical because it facilitates the critical mass of interactions cities need to be able to adapt and grow to meet the needs of those living in them.

			Conclusion

			The mental model of critical mass gives us insight into the amount of material needed for a system to change states. We can categorize material as interactions, connections, or efforts. When enough material builds up, systems reach their tipping point. When we keep going, we get sustainable change. Using critical mass as a lens on situations where you want different outcomes helps you identify both the design elements you need to change and the work you need to put in. 
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Emergence

			When we look at systems on the macro scale, they sometimes exhibit capabilities that aren’t present on the micro scale. This is known as emergence: when systems as a whole function in ways we can’t predict by looking at their parts. As Aristotle put it thousands of years ago, “The whole is something over and above its parts, and not just the sum of them all.”1 The mental model of emergence reminds us that new capabilities are often produced from seemingly innocuous elements.

			« You look at where you’re going and where you are and it never makes much sense, but then you look back at where you’ve been and a pattern seems to emerge. And if you project forward from that pattern, then sometimes you can come up with something. »

			Robert M. Pirsig2

			We cannot understand systems with emergent properties by reducing them to their components. Termite mounds exhibit emergent properties. A single termite is powerless, but a million or two working together can build a complex mound up to 17 feet tall, requiring the movement of a ton of soil and several tons of water each year.3 Without a leader orchestrating their movements, termites build ventilation and cooling systems, storage chambers, fungal gardens, and specialized housing for the queen.4 

			Emergence is either strong or weak. Weak emergence occurs in systems in which functions are based on identifiable rules. We can model weak emergence by identifying the underlying rules. Strong emergence does not have identifiable rules behind it, so we cannot model it. So it’s possible to construct a computer simulation of the flocking behavior of a group of birds (weak emergence) but not of the interplay of cells in our brains that creates consciousness (strong emergence).5 

			One of the primary features of emergence is self-organization. The parts of a system may appear to interact in chaotic ways, but the whole can seem orderly. This occurs without centralized control—the parts organize themselves from the bottom up. For instance, flocks of birds tend to fly in a coherent shape. They don’t manage this by following the instructions of a leader; instead, each bird instinctively follows certain rules, like keeping an even distance between themselves and their neighbors. 

			— Sidebar: Emergence and Complexity

  





			Emergence and Complexity

			Emergence is not synonymous with complexity. Some complex systems exhibit emergent properties, some only resultant properties. Some simple systems have complex emergent properties. 

			For example, a nuclear power plant is a complex system with numerous parts all working together. But it does not display emergence: the parts work together as expected. Meanwhile, a much simpler game of chess can show emergence, as there are novel outcomes originating from simple rules. The rules governing how pieces can move are basic, but they lead to complex, high-level strategies, and the outcomes of games are unpredictable. The rules don’t tell you how a game will end.

		

			The Mothers of the Plaza de Mayo

			Emergence is all about understanding that sometimes systems can exhibit capabilities that are beyond the additive properties of their components. Using it as a lens suggests that groupings of people can produce results that are non-intuitive when you consider how the capabilities of any one person should scale. The cumulative actions of groups of people can also result in novel outcomes different to their initial intentions. We can see emergence in protests, where groups of people with little power can end up having a tremendous influence. Protests can also have unexpected results that organizers and participants never planned.

			Every Thursday evening between 1977 and 2006, a group of women, many quite elderly, met in the Plaza de Mayo in Buenos Aires, Argentina. Mostly wearing matching white headscarves, they walked across the square while chanting and holding banners. Though their methods were humble, what they peacefully achieved over the decades is remarkable.6

			Periods of history form a coherent narrative under a name only in retrospect. We know the period of state terrorism in Argentina between 1976 and 1983 as the Dirty War. The average Argentinian person simply experienced it as a period of extreme, random violence. Due to media censorship, many people didn’t even know much about the events at the time if no one they knew personally was targeted. 

			After the Argentinian military performed a successful coup against President Juan Domingo Perón, it declared anyone who opposed its policies an enemy of the state. Anyone who came under suspicion, even if they were not an actual threat, risked going missing. Argentinians referred to these people as los desaparecidos, meaning “the disappeared.” The government did everything possible to erase any proof they ever existed or to obscure their whereabouts. Many were drugged and thrown from airplanes to prevent their bodies from being found. The total death toll is estimated at 30,000.7 In addition, the children of pregnant desaparecidos were put up for adoption or sold, with many never learning their true backgrounds. Even to attempt to trace the whereabouts of a missing friend or family member could be fatal.

			Despite the fierce censorship and punishment of dissenters, one group retained power—by virtue of their powerlessness and vulnerability. For the mothers of the many people who disappeared, the grief was unbearable. A handful couldn’t contain it any longer, and despite the extreme risk, they decided to challenge the regime. On April 30, 1977, a group of 14 mothers met in the Plaza de Mayo and marched, demanding to know what had happened to their children. Soon their numbers grew to the hundreds.8 The Mothers wore white headscarves embroidered with the names and dates of birth of their children, which became a symbol of their movement.9 As the disappearances continued, their tactics grew bolder.

			The Argentinian government didn’t know how to respond. Murdering a visible group of mothers and grandmothers would risk a major backlash. In any case, annoying as they were, a handful of women seemed harmless. They had no power to oppose the government. Officials called them crazy and left it at that. 

			But they misunderstood the potential for and impact of emergence. As individuals, the Mothers of the Plaza de Mayo had no power or influence over the government. At first they had little support because most people didn’t even know about the disappearances.10 When they worked as a group, repeating the same actions each week for years, the total effect was greater than the sum of its parts. They had a power that was the result of them coming together. Seeing as the regime relied on scaring people into silence, speaking out was the most impactful thing they could do. 

			As Diana Taylor writes in Disappearing Acts, “Only by being visible could they be politically effective. Only by being visible could they stay alive. Visibility was both a refuge and a trap—a trap because the military knew who their opponents were but a refuge insofar as the women were only safe when they were demonstrating.”11

			While the government paid no attention, news of the Mothers of the Plaza de Mayo spread outside of Argentina. Countries without media censorship reported on their protests, raising awareness of the brutality of the Dirty War.12 Human rights groups offered up resources to help the group achieve more. 

			With increased support came increased pushback. The Argentine government began to target the Mothers, and a number became desaparecidos themselves. A policeman fired a machine gun at them during one protest.13 The founders of the movement were murdered, and the ultimate fate of some members is still unknown. But they refused to back down because they were safer in the public eye, not out of it. 

			Once the Dirty War came to an end in 1983, the Mothers knew their fight was far from over. They still needed to know the fate of their children and wanted those who murdered them or were responsible for orders that led to deaths to face the consequences. Mothers whose children were pregnant at the time of their disappearances wanted to trace their grandchildren. To date, over 850 people have been charged with crimes committed during the Dirty War, and over 120 stolen children14 have been identified and reunited with relatives.15 DNA testing has helped to identify bodies from mass graves. 

			By taking advantage of their power as a peaceful group, the Mothers of the Plaza de Mayo managed to help change things in Argentina. Nothing they did could bring their children back, but they could hope that it prevented others from losing theirs, and it could bring them closure. Their methods inspired similar groups around the world. While their initial intention was to find out what happened to their children, their protests had larger effects, such as calling the wider world’s attention to the regime’s abuse of power. They helped undermine the regime’s sense of its ability to control people’s thinking. 

			As a group, the Mothers possessed properties none of them had as individuals. They were visible, and that visibility made them counterintuitively less vulnerable to harm. Oppressive regimes thrive when people are too scared to be seen opposing them. Visible opposition inspires more people to ask questions and to join in fighting oppression. That’s why the government at the time went to such lengths to prevent dissent. 

			What the Mothers achieved was not inevitable. Many other similar groups failed to provoke change. The fact the Mothers did was a novel property. Finally, the story can teach us that you don’t always need to plan things all the way to the end. If you have a simple starting point on the right trajectory, surprising things can pan out through the power of emergence. 

			Social innovation

			Knowledge sharing can often produce unexpected results. We start to work together; I bring an understanding of x, and you contribute experience with y. Combining our knowledge means we have x and y covered, but sometimes we are also able to create z. Using the lens of emergence, we can look at learning in humans and highlight that social interaction matters as much as, if not more than, individual smarts if we want to ramp up innovation.

			As a species, we can do more than any one human brain is capable of because of cultural learning. We don’t need to reinvent the wheel each generation. We have evolved social networks that allow us to learn from our elders and to pass on that knowledge to our children. What is important for humans, though, is that we all don’t need to know everything. Look around and you will see many items that you cannot build but that you can use. Cultural learning produces products that are emergent properties of human collective organization.

			In describing the role of cultural learning for humans, Joseph Henrich*, in The Secret of Our Success, explains that “the striking technologies that characterize our species, from the kayaks and compound bows used by hunter-gatherers to the antibiotics and airplanes of the modern world, emerge not from singular geniuses but from the flow and recombination of ideas, practices, lucky errors, and chance insights among interconnected minds and across generations.”16 Basically humans create things as a group that no one person is capable of. 

			Furthermore, as cultural learning gets passed from generation to generation, “our cultural learning abilities give rise to ‘dumb’ processes that can, operating over generations, produce practices that are smarter than any individual or even group.”17 Thus it is not just the knowledge that accumulates but our abilities to learn from and teach others that grow and give rise to emergent properties.

			Think of it this way: Could you build a pyramid or a telephone? Even if you worked with the five or ten smartest people you know? How about survive in a forest? How many people would you have to bring with you to guarantee one of you knew how to start a fire? There is so much knowledge that has accumulated in the history of humanity, it isn’t possible to know all of it. Henrich explains that the “practices and beliefs [of cultural learning] are often (implicitly) much smarter than we are, as neither individuals nor groups could figure them out in one lifetime.”18 Cultural learning has produced a cultural mind: an emergent property allowing human knowledge to be far beyond the scope of any individual.

			How does cultural learning work? In their paper “Culture and the Evolution of Human Cooperation,” Robert Boyd and Peter J. Richerson look at living in the Arctic as one example and explain: 

		
			Arctic foragers could make and do all the other things that they needed because they could make use of a vast pool of useful information available in the behavior and teachings of other people in their population.…Even if most individuals imitate most of the time, some people will attempt to improve on what they learn. Relatively small improvements are easier than large ones, so most successful innovations will lead to small changes. These modest attempts at improvement give behaviors a nudge in an adaptive direction, on average. Cultural transmission preserves the nudges, and exposes the modified traditions to another round of nudging.19 

		

			Humans are generally very good at sharing our improvements and insights with those around us. Furthermore, we find it natural to learn from other people. Thus, although innovating is important in terms of adaptability and survival, what makes humans unique is our social networks that encourage the sharing and uptake of innovation.

			Henrich also makes the point that “cultural evolution is often much smarter than we are.”20 It is part of the natural selection process. No one guides cultural learning. It’s not prescribed. There is no authority setting out what we will learn every generation. And for most of what we do, we have no idea why it works. 

			Henrich traces the development of cultural learning in the human line. Compared with our nearest relatives, chimpanzees, we learn from more individuals right from birth. He suggests that “once individuals evolve to learn from one another with sufficient accuracy (fidelity), social groups of individuals develop what might be called collective brains.”21 It is these collective brains—products of large, interconnected groups with strong social norms—that have the potential to generate emergent properties and propel a society to increased sophistication in technological complexity.

			Language is a great example of the collective brain propelling the development of complexity. When it comes to language development, Henrich says that “no single individual does much at all, and no one is trying to achieve this [development] as a goal. It’s an unconscious emergent product of cultural transmission over generations.”22

			Henrich explains how cultural learning has put selection pressures on humans, changing both our bodies and our instincts. Thus, we start out in life not as a total blank slate but with a huge amount of cumulative cultural evolution behind us. In his paper “The Pace of Cultural Evolution,” Charles Perrault concludes, “Culture allows us to evolve over timescales that are normally accessible only to short-lived species, while at the same time allowing us to enjoy the benefits of having a long life history, such as a large brain, an extended juvenile period, and long life span.”23

			When explaining the power of cultural learning, Henrich says, “The first thing to realize is that you are much smarter than you would otherwise be because you’ve tapped into and downloaded an immense repository of mental apps from a vast pool of culturally inherited knowhow and practices.”24 People specialize because no one can know everything. Then they interact. And in that system in which the interaction occurs, something happens that otherwise wouldn’t.

			He argues that “innovation does not take a genius or a village; it takes a big network of freely interacting minds.”25 Innovation then is not the product of one-off smarts but is the result of the emergent property that our cultural learning has produced.

			Conclusion

			If all outcomes could be planned for by mixing specific components together, the world would be a boring place. Emergence reminds us that not all capabilities are obvious, and the innocuous can combine and surprise us. Using this mental model is not about trying to predict emergent properties but rather acknowledging they are possible. So don’t always stick with what you know. Learn new skills, interact with new people. Working and sharing with others can create unexpected possibilities.

		





			Supporting Idea:
			Chaos Dynamics
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			« Most systems behave linearly only when they are close to equilibrium, and only when we don’t push them too hard. »

			Steven Strogatz1

			Chaotic systems are sensitive to initial conditions. This sensitivity gives rise to a phenomenon known as the butterfly effect, so named for the work of MIT meteorologist and mathematician Edward Lorenz. In the 1950s, Lorenz was working on weather prediction computer models. One day he entered data into a program and left to get a coffee. When he returned, he found the predictions were completely different from when he’d entered the same data earlier that day. At first he thought there was some sort of technical error. Then Lorenz realized he’d accidentally entered a rounded-up number for one of the variables. The discrepancy was tiny, yet the differences in the results were stark.2 

			From this accident, Lorenz discovered chaos dynamics, or the butterfly effect. He found that it wasn’t just weather; other chaotic systems exhibited the same sensitivity to initial conditions. It explained why predicting the weather was such a challenge. In later research and talks, Lorenz compared the difference to the change in air pressure produced by the flap of a butterfly’s wings. 

			Predicting the future behavior of chaotic systems is difficult or impossible because modeling outcomes requires perfect understanding of starting conditions. Any inaccuracies will result in incorrect—perhaps drastically so—predictions. As we progress further into the future, the impact of such deviations is magnified further and further, so predictions become exponentially less accurate.3 

			The butterfly effect is significant because it contradicts many of our assumptions about the world. We tend to assume systems are deterministic and tiny differences shouldn’t matter too much. In a lot of what we encounter in our day-to-day life, that’s true. But it’s false for chaotic systems. Without perfect accuracy, we can’t make useful, comprehensive predictions about them. It’s often only possible to make probability-based predictions, hence why you might hear that there’s a 60% chance of rain tomorrow. 

			Since Isaac Newton first codified laws explaining the functioning of the universe at a fundamental level, people wondered whether it would one day be possible to completely understand the world. Could we one day identify all of the relevant laws and be able to predict everything? In 1814, the mathematician Pierre-Simon Laplace declared Newton’s laws would enable us, should we know the position and velocity of every particle in the universe, to predict anything, forever. Over a century later, computers made it seem as though we could put Laplace’s prediction to the test.4

			The butterfly effect suggests otherwise. Even when we can identify deterministic rules, we cannot make perfect predictions. In the face of chaos, we should expect to be surprised. We may know the rules governing a chaotic system’s behavior, but we cannot know its precise initial conditions. When we look at the behavior of chaotic systems, we are in fact seeing the outcomes of deterministic rules. Even if we cannot predict their future behavior, it still has its own logic. 

			« For want of a nail the shoe was lost; 
For want of a shoe the horse was lost; 
For want of a horse the battle was lost; 
For the failure of battle the kingdom was lost— 
All for the want of a horseshoe nail. »

			Anonymous

		

  





			What Popular Culture Gets Wrong about the Butterfly Effect

			The image of a butterfly flapping its wings and causing a typhoon is a vivid one, and it’s no surprise it went on to inspire endless films, books, songs, and motivational quotes. It’s unusual for a mathematical idea to become so mainstream. The idea of a tiny thing having a big impact on the world is powerful. 

			But this is a misreading of the actual meaning of the butterfly effect.1 It’s not that the wing flap causes the typhoon; it’s that the difference in starting conditions between a world where the butterfly flaps its wings and one where it doesn’t is sufficient to mean a typhoon in one and not the other. Chaotic systems are so sensitive to starting conditions that the minutest differences can lead to highly divergent outcomes. We cannot, however, look at an outcome and say that a particular change in conditions caused it. Within chaotic systems, no moment is any more significant than any other. Every single moment changes everything that happens after. 

			Some systems are very sensitive to their starting conditions, so that the tiny difference in the initial push you give them causes a big difference in where they end up. And there is feedback, so that what a system does affects its own behavior.

			—John Gribbin2
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Irreducibility 



			Albert Einstein’s idea was that it is possible to reduce any theory down to a certain level that makes it as understandable as possible to as many people as feasible, but past a certain point, it would lose its meaning. That point is where a theory is irreducible.

			« It can scarcely be denied that the supreme goal of all theory is to make the irreducible basic elements as simple and as few as possible without having to surrender the adequate representation of a single datum of experience. »

			Albert Einstein1

			Using irreducibility as a model has an echo of first principles thinking. It’s a tool for thinking through to the basics: the minimum amount of time, or components, or structure required to maintain the overall qualities. What is the minimum amount necessary for a thing to still be that thing? Irreducibility is about finding the point beyond which you will inevitably change the fundamentals so that you can recognize when you are changing the system to something different.

			There are certain irreducible limits to any system past which the system ceases to function as intended. One of the challenges is being able to identify those limits and not get sidetracked by what you think ought to be there.

			Irreducibility is exemplified in the parable of the goose and the golden eggs. In this story, a farmer finds a goose that lays a solid-gold egg each day. The farmer grows tired of waiting for just one egg each day and cuts the goose open, imagining it will be full of gold. Instead it dies, and the farmer is left with no more gold because emergence is irreducible. The parts of a system with emergent properties do not display those properties, only their aggregate does. If you disassemble such a system, like the farmer cutting open the goose, it loses its emergent properties. 

			Loose lips sink ships

			At what point is a drawing of a horse no longer recognizable as the animal? It’s an interesting experiment to figure out the least number of pencil strokes needed to convey representation. When we consider irreducibility, it’s often this minimum amount we are looking for. In communications, to get to the essence of the thing is important because simple communications are easier to understand. They contain less ambiguity and give fewer options for interpretation. Wartime propaganda posters are an excellent example of using few words and images to convey complicated information. Poster artists sought the minimum number of words and images they needed to depict their message.

			
				[image: Six drawings of a horse with progressively fewer details.]
			_ 
Like Plato's idea of forms, there are certain elements that a thing must possess in order to be considered that thing. We only need to see these minimum elements to be able to identify the object.

			

			Propaganda posters from World War I and World War II often contain simple images with few words that nonetheless convey an incredible amount of information. Just consider the slogan “Loose Lips Might Sink Ships.” These five words were often paired with a simple image of a boat sinking. Together the words and images impart a lot of meaning. They ask people not to talk about anything that could negatively impact the war effort. They suggest that spies are circulating within the home population. The poster also suggests that the war could be compromised if everyone is not on the same page in terms of offering vocal support.

			In addition to the messages implying that the words of civilians can derail the war, the posters also convey broader themes. They communicate that everyone is in it together and everyone has a role in the war effort. The posters also serve to condition people to think behavior changes are needed for their side to come out successful. If we imagine being a poster artist, we can understand how difficult it is to convey complex themes and messages like these in simple graphics and slogans. 

			Poster artists have to consider the minimum number of elements to be drawn in order to still communicate their intended message. Posters that read more like novels or that are filled with multiple complicated images are not effective. 

			Abram Games* was a graphic designer and the official war artist for the British during World War II. Many of his posters are visually stunning and are excellent examples of going right to the edge of irreducibility. The British National Army Museum describes his technique: “Always keen to derive maximum meaning from minimum means, his use of clever symbolic devices and simplified forms resulted in some of the most arresting and powerful posters of the era.”2 The images may have been uncomplicated, but the message was clear. His posters were an effective means of communicating complex topics. They were not so simple as to introduce ambiguity or confusion.

			His posters covered a range of topics, from inspiring patriotism to “instilling desirable habits and behavior in soldiers and civilians alike.” The National Army Museum explains, “Among other things, his posters encouraged people to avoid waste, give blood, buy war bonds, handle weapons and ammunition properly, avoid gossip, and maintain fighting fitness.”3 To promote this wide spectrum of behavior change, Games not only used few images but often reduced them to simple forms.

			Wartime posters make use of common symbols and symbolic representations. These types of symbols are often culturally specific, such as an eagle to represent the United States, or red to represent warning or danger. The use of symbols is a critical component of being able to simplify the message. The less you have to explain, the more you can communicate in any one poster.

			Joseph Kaminski, in the paper “World War I and Propaganda Poster Art,” provides an analysis of one recruiting poster for the American Air Service. Two servicemen against a backdrop of a plane midflight implore readers to join. The phrase “Give ’em the gun” is centered, and the words “learn” and “earn” are highlighted at the bottom. Kaminski explains that learn and earn “are meant to appeal to the individual’s self-centered interest of learning a useful skill and making money so they can live comfortably after the war.”4 Thus the poster appeals to those who want to belong and those who want to fight, and shows how war experience can be useful later on. None of that messaging is explicit. The poster doesn’t spell out what you will learn or how it will help you earn. But the placement of the words on a recruiting poster, in addition to their large size, is the minimum amount needed to still convey the complex message.

			Using the lens of irreducibility on wartime posters demonstrates why in communication it can be so effective to find that minimum amount needed to not compromise comprehension. Simplicity can convey a powerful meaning. But too much simplicity conveys no meaning at all.

			Typography

			The mental model of irreducibility also teaches us that when we simplify or change things past a certain point, they cease to work or have meaning. There are limits to how much we can reduce while maintaining the important qualities making a thing what it is. Being aware of those limits allows for experimentation and creativity. 

			Designers of all kinds often have to pay attention to the irreducible components of whatever they’re designing. If they want to make things simpler or be creative, they need to consider how they can do so while still being comprehensible. Designers need to identify what makes something what it is so they can ensure the irreducible components are present. If they remove or change into an unfamiliar form something that is essential for users to understand what they’re looking at, the result is useless. Recognizing those limits is a key part of good user-friendly design. Subverting the limits can be bad design—but it can sometimes also be an exercise in finding new ways to represent the same thing or in challenging expectations.

			Typography is one area we can look at through the lens of irreducibility. Take a look around you at all the different fonts in your vicinity as well as their variant sizes, spacing, colors, and so on: in this book, on food packaging, on billboards, street signs, clothing labels, newspapers, slogan T-shirts, and so on. They all vary a great deal, yet you can still read them. Whoever designed the font retained the irreducible elements of each letter. Despite the differences in overall design, they figured out what makes each letter recognizable as itself. 

			Eric Gill’s* 1931 An Essay on Typography is an ideal starting point for considering irreducibility in typography. At their core, Gill explains, “Letters are signs for sounds.…Letters are not pictures or representations.…They are more or less abstract forms.”5 We have created them as signifiers, and we can modify them to suit new mediums or social demands. Letters have changed a great deal over time, yet each generation of designers aims to identify the irreducible elements of older forms, to hold on to them, and to ensure their type remains legible. 

			
				[image: Removing details from a capital A. The first A is decorative with shading as well as serifs. The second has serifs but no other ornament. The third has no serifs. The last has the crossbar shifted to the bottom so it's a triangle and looks like a capital Greek letter delta.]
			_ 
A letter can be stripped of every flourish, and its components manipulated, but there is a point beyond which too much change renders it no longer the symbol it once was. Typography designers must balance creativity and comprehensibility.

			

			The letters of the English alphabet do not directly symbolize the sounds of the language. A designer must “take the alphabets we have got, and we must take these alphabets in all essentials as we have inherited them.”6 

			There are three core versions of the English alphabet: lowercase, uppercase, and italic. Each forms letters differently, but each is still recognizable because it contains the same irreducible elements. It is possible to change parts of the design without losing these elements. Gill writes, “A Roman capital A does not cease to be a Roman capital A because it is sloped backward, or forward, because it is made thicker or thinner, or because serifs are added or omitted; and the same applies to lowercase and italics.”7 It is possible to change those elements because they are not irreducible—certain features of the letter’s shape are. Looking at a text mixing all three alphabets highlights that each has its own irreducible element. Capitals should be larger than lowercase when used together, and italics should be narrower and sloping.8 These are irreducible elements of the alphabet, not the letters themselves. 

			For a designer, identifying and retaining those irreducible elements of each letter is an important, rare skill: “Everybody thinks that he knows an A when he sees it, but only the few extraordinary rational minds can distinguish between a good one and a bad one, or can demonstrate what constitutes A-ness. When is an A not an A? Or when is an R not an R? It is clear that for every letter there is some norm.”9 

			Gill explains that the irreducible elements of a letter may be different depending on its context. For example, “A square or oblong with its corners rounded off may, by itself, be more like an O than anything else, but in conjunction with a D made on the same principles there is not much by which to recognize which is which, and from a distance the two are indistinguishable.”10 The irreducible elements of a system are not fixed and depend on the context and goals of that system. 

			In the book Type Heresy, Paul Felton explores how experienced designers who know the rules can break them while still getting a message across.11 It comes down to understanding the irreducible elements of that component of type and how they vary between contexts. 

			The most important feature of a headline, for example, is that it is the first thing a reader notices and therefore reads when looking at the page. Convention states the easiest way to achieve this is to make the headline much larger than the rest of the text and to place it at the top of the page. Felton illustrates that the eye will also naturally go first to the boldest text on the page if everything is the same size, so it is also possible to differentiate a headline by making it bold, in which case it can be positioned anywhere.12 What might appear to be an irreducible element is in fact not. The irreducible element of a headline is that it is immediately noticeable, not that it is larger than the rest of the text. 

			Sometimes irreducible components are fairly obvious. As famously attributed to Warren Buffett, you can’t produce a baby in one month by getting nine different women pregnant. Natural selection has resulted in an irreducible pregnancy process. Irreducibility, however, is not always this clear. Typography shows us the importance of identifying irreducible components. Each letter has elements that need to be present for legibility. The same goes for the overall way you lay out text on a page. When we mistake the irreducible components and then jettison the rest, we change the nature of the system, which often results in a new system. Fonts that fail to retain the irreducible elements necessary for readability move into the domain of visual art as opposed to being about communication. 

			— Sidebar: Gall’s Law

		





			Gall’s Law

			Gall’s law, put forward by author and pediatrician John Gall in The Systems Bible, states that complex systems that work invariably evolve from simple systems. Attempting to build a complex system from scratch tends to be ineffective. It takes consistent, incremental progress from something basic that works. Although not foolproof, we can see examples of Gall’s law everywhere. A convoluted bureaucratic process in an organization probably began with something simple, a single form that served its purpose. Complex organisms like tigers and whales evolved from single-celled bacteria. Sprawling cities started off as small towns with a handful of inhabitants. Complex technologies like airplanes evolved from simpler ones like bicycles. Gall’s law explains we cannot always establish how a complex system works by looking at its parts. It also teaches us to avoid trying to design complex systems from scratch. 

		

			Conclusion

			Understanding the irreducible components of a system means you won’t waste your time trying to change what is unchangeable. You can master the minimum elements, then explore. Using irreducibility as a lens helps you shed the nonessential, giving you options for adjusting or pivoting. 
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The Law of Diminishing Returns 



			When we put more effort or resources into something, we usually expect to get more out of it. Work more hours, be more productive. Exercise more, become fitter. Assign more people to a project, complete it sooner. Using the law of diminishing returns as a model shows us that the relationship between inputs and outputs in systems is not always linear. Past a certain point, diminishing returns almost always set in.

			The law of diminishing returns posits that inputs to a system lead to more output, up until a point where each further unit of input will lead to a decreasing amount of output. In other words, at that point more effort leads to less return. Progress even further despite diminishing returns, and more inputs may reduce the amount of total output. 

			Diminishing returns apply in almost any system. In economics, it is a specific term for the fact that increasing inputs, like materials and labor in production processes, increases outputs, but not indefinitely. Past a certain level, more inputs will lead to lower increases in outputs, until the inputs start to become a hindrance. A classic example is the number of workers in a factory. Hire more people, and production goes up. Hire too many people, and the factory gets crowded, people get in each other’s way, and there isn’t enough equipment to go around. Each additional worker then contributes less to the factory’s output. 

			One early application of the law of diminishing returns was to farming, with the advent of artificial fertilizers in the 19th and 20th centuries.1 Farmers found that adding more nutrients to their soil increased crop yields at first, making plants grow bigger in less time. But past a particular ratio of fertilizer to soil, adding more means less corresponding increase in yield. Adding even more means less yield in total, as the soil becomes overloaded.2 

			Diminishing returns are everywhere. Working an extra hour overtime might make you more productive; working an extra three might mean more mistakes, so less work gets done per hour.3 Tweaking the little details of a project might improve it, but doing so for too long might mean the improvements aren’t worth the time invested. Receiving enough funding to get off the ground might be a godsend for a new company, but receiving too much might mean decreasing benefits as proving profitable for investors takes precedence over serving customers. When you’re learning a new skill, early practice sessions have a huge impact on your abilities, then subsequent hours of practice lead to diminishing improvements in performance. 

			The law of diminishing returns teaches us that outcomes are not linear and not all inputs to a system are equal. Often we focus on the trivial at the expense of the meaningful. An extra worker in a factory with ten employees is not equivalent to an extra worker in the same factory with 100. An extra hour of work at 9:00 p.m. is not the same as an hour of work at 9:00 a.m. The advantage to understanding the law of diminishing returns is being able to calculate where that point is for different systems so we know how best to interact with them.

			— Sidebar: The Diminishing Returns of Homework

		





			The Diminishing Returns of Homework

			Homework is a standard part of modern schooling. It’s so ubiquitous few people—parents, teachers, and students alike—rarely question its value. However, homework is subject to diminishing returns. Research suggests it has no benefit for children younger than high school age, though a small amount may be beneficial for high schoolers. But each additional hour of after-school study carries fewer benefits, especially if it involves reiterating the same material.1 This is even more of an issue for students who may have other responsibilities, like caring for siblings or helping with chores, meaning they don’t get enough time for leisure or sleep. In this case, homework can have negative returns. 

			Ineffective or counterproductive practices, like schools giving hours of work to be completed every night, are often the result of us not recognizing the existence of diminishing returns. We can end up assuming that more effort always leads to more rewards—even when evidence contradicts that. As far back as 1950, research has shown that compulsory homework does not improve performance enough to be worthwhile.2

		

			The Viking raids of Paris

			Diminishing returns happen because systems adapt. They become accustomed to certain inputs and stop responding to them in the same way. The law of diminishing returns teaches us that a way of interacting with a system that produces desirable results at first can become less and less effective over time. No matter how impressive the initial windfall may be, we should anticipate eventually getting less for our effort.

			In 814, the Holy Roman emperor and king of the Franks, Charlemagne*, died. The death of the ruler of Francia (now France) left a sudden power void in Europe. Throughout his life, Charlemagne led successful military campaigns against the Saxons and Vikings. Europe had no other leader of equivalent might to fill his role of keeping them confined to Scandinavia. His successor Louis the Pious didn’t inspire the same fear as the leader who once massacred 4,500 captive Saxons in one go.4 

			« The Vikings were never defeated; rather they allowed themselves to be assimilated. »

			Neil Oliver5

			The first little fleet of Viking ships sailed up the river Seine in 820, looking to test Paris’ defenses. Frankish guards beat them back without much trouble. But this was only a pilot raid. The first notable raid occurred in 841, when the Vikings targeted the Abbey of Saint-Denis, as churches tended to hold the most wealth at the time. It proved to be a profitable attack. Viking leader Asgeir enriched himself by taking a large number of hostages, returning some for ransom, and selling the rest as slaves.6 After the initial success, the Vikings soon launched more raids. 

			The Viking leader Reginfred, who conducted the most notorious raid of all in 845, is so shrouded in mystery that historians are unclear if he was a single individual or a composite. He is sometimes also known as Reginherus, Reginhero, or Ragnar Lodbrok. Under his command, 120 ships carrying thousands of Vikings advanced up the river Seine toward Paris.7 Guessing they would target Saint-Denis, the Frankish leader Charles the Bald*, grandson of Charlemagne, placed one half of his army on either side of the river. His plan was misguided. By dividing his force, he allowed the Vikings to concentrate theirs, targeting one half at a time. Any soldiers they didn’t slaughter they took as prisoners.8 Then the Vikings demanded a ransom of 7,000 French pounds of silver and gold. 

			The 845 raid of Paris was not an attempt to take control of the city—it was about profit. Their pockets full, the Vikings left, ransacking a few villages along the way. Villagers viewed the raids as some sort of divine punishment for their sins.9 

			Historians remain divided on whether the ransom was a wise choice or not. It was certainly controversial among the people who had to pay for it.10 Charles the Bald paid it because it got the Vikings to leave without inflicting further damage, saving him the expense of mobilizing an army again. He was also contending with divisions within Francia and was unsure whom to trust. 

			But in doing so, he set a dangerous precedent. Paying the ransom encouraged more Viking attacks.11 Between 845 and 926, the Franks paid an estimated total of 685 pounds of gold and 43,000 pounds of silver to the Vikings.12 Buoyed by the success of the 845 Paris raid, they continued to besiege any towns that held enough wealth to be of interest.13 

			The Franks did not just sit back and let this happen. Walls went up around Paris to withstand attacks. They built bridges across the Seine to block ships from reaching the city. Towers equipped with hundreds of guards capable of pouring boiling wax and oil on any Vikings below added to the protection.14 Unable to get close to the city, the Vikings resorted to sitting out lengthy sieges, which taxed them in terms of resources, morale, and human life due to disease. They tried setting fire to boats and pushing them toward the bridges, but they sank without causing damage.15 

			Diminishing returns set in for the Vikings. Raiding Paris resulted in smaller and smaller ransoms at a higher cost. It became difficult and time-consuming relative to the rewards. In 886, a weakened Viking leader requested just 60 pounds of precious metals in exchange for leaving. In 911, the Viking leader Rollo* received an enticing offer from Frankish king Charles the Simple*. Rather than gold, Charles offered to give him land, a title, and his daughter’s hand in marriage. There was one condition: Rollo had to protect the area from any further Viking attacks. They shook on it and thus founded Normandy.16 

			The Viking raids of Paris show us that we cannot keep performing the same actions and expecting the same results. Things change. When we first try something new, the returns can be dramatic. We might be tempted to keep repeating ourselves, expecting to reap the same benefits. But we’re likely to end up expending more effort for less return. When that happens, it’s time to change tack. During the first few attacks on Paris, the Vikings extracted large ransoms because people were unprepared, lacking appropriate defense mechanisms. Over time, they built up their ability to withstand attack. 

			« The main body of Vikings were given lands in the Seine basin in exchange for protecting Paris. They settled into northern France and within a century were speaking a dialect of French and became known as the Normans. »

			Mark Kurlansky17

			In addition, the areas simply began to run out of wealth to extract. The Franks stopped rebuilding their holy buildings so the Vikings would have less incentive to attack them. Finding new villages meant going further afield, which cost more and carried greater risk. Due to the distances traveled, the Vikings began to spend months at a time in Europe to avoid sailing during the winter. Eventually it made sense for them to just settle for good. Once the returns weren’t worth the effort, Rollo took the opportunity to benefit from Europe in a different way. His choice teaches us that noticing diminishing returns means it’s time to try something new. 

			Only after the raids stopped did Paris as we know it today begin to take shape, as the Franks found the courage to begin grand construction projects like the Notre Dame cathedral. It would take a long time for the memory to fade and the area to recover.18

			— Sidebar: The Diminishing Returns of Mass Incarceration

		





			The Diminishing Returns of Mass Incarceration

			Incarcerating people has a long history as a means of punishing criminals and, in theory, making society safer. But incarceration has diminishing returns. Taking the most dangerous, violent individuals in a society off the street makes everyone else much safer.After all, most violent crimes are the work of a tiny minority of the population. However, the more people a society incarcerates, the less everyone benefits. As we punish more minor crimes with prison sentences, the safety gains decrease.1 If incarceration continues increasing, it may reach the point of diminishing returns where the benefits are outweighed by the cost to taxpayers and by the inability of incarcerated individuals to contribute to society. Mass incarceration rests on the assumption that locking up people who commit crimes is always a good idea. But that belief has a logical end point. 

			French sociologist Emile Durkheim argued that a certain amount of crime is inevitable in any society because what is considered criminal is based on the “collective sentiments” of a society. As long as people are divergent and have many different ideas about the correct ways to act and live, in any group, there will be individuals whose actions will not follow the norms and will be labeled as criminal. Durkheim did not condone crime but did argue that it is impossible to conceive a society without it.2 This is not to say that acts we currently label as criminal are merely divergent behavior, but that divergent behavior that people end up labeling as criminal is inevitable. 

			Even in a hypothetical world where none of the acts we condemn by law occurred, there would still be variations in behavior that some would consider criminal. Preventing the worst sorts of crimes does not create a perfect society. It just means people attach greater significance to crimes that are more minor. Continue this process, and you end up with a world where someone might be, say, put to death for spitting their gum on the ground because it is the worst conceivable infraction. 

			New opinions are always suspected, and usually opposed, without any other reason but because they are not already common. 

			—John Locke3

		

			« What the wise do in the beginning, fools do in the end. »

			Warren Buffett19

			Exploitation films from the 1950s to the 1970s

			Our reactions to novel things are subject to diminishing returns. Enjoyable things tend to become less enjoyable if we’re exposed to them a few times. The first snowfall of the year is beautiful. By March, you can’t remember why you choose to live in a cold climate. The first time you go on a roller coaster, it gives you a thrill. After a dozen rides, you get bored. If you want people to pay attention, you need to keep raising the bar. 

			One area where this habituation is apparent is in films. A new technique that terrifies millions in a horror movie is a dull trope the dozenth time another director copies it. A film that kept someone awake at night when they were a teenager might end up being something they show their kids on a weeknight. A powerful advertising campaign might seem quaint after it becomes a convention. By looking at the history of exploitation films, we can see how the mental model of diminishing returns makes us nonchalant about things that used to provoke a reaction.

			First of all, what exactly is an exploitation film? The simplest definition is a film made with the intention of getting as many people as possible to buy tickets without much regard for aesthetic or cultural merit, or for edifying audiences. Exploitation films capitalize on whatever viewers find titillating, often profiting from societal trends or moral panics. Virtually all have low budgets and tend to feature an unknown cast and crew.20 During the heyday of exploitation films, from the 1950s to the 1970s, they were often defined by one thing: they featured what Hollywood couldn’t or wouldn’t feature.

			As soon as the film industry began to take shape in the 1910s, people panicked about the morality of the medium. Some worried the content of films could corrupt viewers and pressed for censorship. In the 1930s, this concern led to the Motion Pictures Production Code, which placed restrictions on what Hollywood could include in films. At the time, Hollywood was the film industry. Major studios owned the means of cinematic production, distribution, and exhibition, giving them full control over the movies the public saw.21

			In 1948, a landmark US Supreme Court ruling declared that the big Hollywood studios were violating antitrust laws and could no longer remain vertically integrated. Around the same time, network television was taking hold, and theaters were looking for new ways to get audiences through their doors. Into the mix came the rise of youth culture, as entertainment industries began to cater more to the tastes of young people. These three main factors laid the foundation for the exploitation film industry.22 

			As Ric Meyers writes in For One Week Only, “Fools and filmmakers rushed in where wise men feared to tread. They pored over the various rules and regulations that controlled the motion picture industry until they fell through a loophole.”23 These types of films began with the “nudist camp” pictures of the 1950s, which claimed to be documentaries. With the rise of grindhouse theaters and drive-ins, exploitation films took off. Low-budget studios churned out films to meet the demand for shocking content.

			« Horror is fear of the unknown. Terror is fear of the known. »

			Ric Meyers24 

			To look at the history of exploitation films during this era is to see a repeated pattern of audiences responding strongly to one film, then directors and studios hastily copying its distinguishing features—on and on until the impact was lost. Audiences couldn’t be as surprised the tenth time they saw a possessed child or a group of campers being picked off one by one. They needed to see more deaths, more graphic gore, more taboo subjects, more nudity. Everything had to turn up a notch each time or diminishing returns set in. 

			Sometimes titles were copied. The 1962 film Whatever Happened to Baby Jane?, an acclaimed Academy Award winner, was soon followed by Whatever Happened to Aunt Alice (1969), What’s the Matter with Helen (1971), and Who Slew Auntie Roo (1971). Similarly, we have Don’t Look in the Basement (1974), Don’t Open the Window (1976), Don’t Go in the House (1981), and Don’t Answer the Phone (1981). When making a new film with a copycat title was too much of a stretch, production companies were not averse to rereleasing an old one with a new name and poster. Any successful exploitation film would see its basic premise replicated ad nauseum until the effect wore off.25 

			Advertising materials were fair game too. After Color Me Blood Red (1965) used the tagline “You must keep reminding yourself it’s only a motion picture!” on posters, similar sentiments followed for films lacking the clout to warrant it. Last House on the Left (1972) advised viewers, “To avoid fainting keep repeating, it’s only a movie…only a movie…only a movie…” Hallmark then reused essentially the same marketing for Don’t Look in the Basement (1973) and The Horrible House on the Hill (1974).26 Makers of exploitation films had to keep coming up with new ideas to get a response. Any part of a film that got a reaction was fair game for copying, which deadened future responses and made viewers more skeptical of marketing materials. A clever new title structure might be a surprise to audiences at first, but copies wore them out. 

			Despite occasional later freak successes for low-budget, shocking films like The Blair Witch Project (1999), exploitation films as they existed from the 1950s to the 1970s are largely dead.27 As we mentioned before, their key characteristic was covering content mainstream cinema couldn’t or wouldn’t touch. But times have changed. Viewers are no longer easily shocked. Fringe themes have been absorbed into the mainstream. Meyers writes, “The major movie studios, who once spit on the very idea of making money off sex and slaughter, now bank on it.”28 It takes much higher budgets to interest audiences, and with less censorship, mainstream films have become less tame and audiences more desensitized.29   

			Ric Meyers explains, “Exploitation films were the price we pay for, essentially, living a lie. Once upon a time, many would like others to think that they were well-adjusted, considerate, intelligent people who would never enjoy—even revel in—the suffering of others.” But exploitation films were an extension of the same urges that drove people in the past to watch gladiators slaughter each other or accused witches burn. The films were an unabashed recognition of those urges and thus “they allowed one to receive the perverted pleasure of looking at a car wreck without the guilt of knowing the victims are real.”30 

			Our reactions to shocking content diminish over time, and we have to seek out something worse to get the same reactions. That’s why exposure therapy can be an effective means of overcoming phobias. Exploitation films show that strong reactions cannot continue indefinitely. We return to being unsurprised after we’ve seen the same thing a few times. Exploitation films may seem an unimportant footnote in cinematic history, yet they reflect the cycles culture goes through as the fringe becomes a banal part of the mainstream. 

			Exploitation films changed what we considered “average” in films. To produce content at the far end of the spectrum, films had to respond to continually changing standards. Diminishing returns is an interesting model through which we can explore why we become jaded by novelty and thus always push the boundaries to experience the rush of finding something new.

			— Sidebar: Diminishing Returns and Societal Collapse

  





			Diminishing Returns and Societal Collapse

			Why do complex societies, like the Roman Empire, collapse? One theory, advanced by Joseph A. Tainter in The Collapse of Complex Societies, is that it comes down to diminishing returns. As societies grow and develop, they become more complex and require more and more “energy flow” to stay intact.1 With increasingly advanced networks between individuals, “more hierarchical controls are created to regulate these networks, more information is processed, there is more centralization of information flow, there is increasing need to support specialists not directly involved in resource production, and the like.” More complex societies extract an exponentially higher amount of energy from individuals just to stay intact than simple ones. At a certain point, the cost may exceed the benefits individuals derive from being part of that society. When this happens, it may begin to disintegrate.2 Being complex no longer carries benefits, and it makes sense to return to a simpler level of organization.

		

			Conclusion

			When your results consistently take a nosedive and your past successes seem distant memories, diminishing returns have likely set in. We cannot expect that if we keep doing things the same way, we will always get the same remarkable results. This model reminds us that change is an essential element of moving forward. Even if it’s not broken, there is always something to fix. Don’t let early success make you complacent. Plan for diminishing returns, and you just might avoid them.




			Mathematics

			What is mathematics? It is only a systematic effort of solving puzzles posed by nature.

			Shakuntala Devi1
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			Distributions help you contextualize what to expect given a certain data set. They help you make predictions about the probability, frequency, and possibility of future events. There are many different types of distributions. The four characteristics that will most determine the type of distribution you are dealing with for any given data set are:

		
				Is the data made up of discrete values, or is it continuous?

				Are the data points symmetric or asymmetric?

				Are there upper and lower limits on the data?

				What is the likelihood of observing extreme values?1

		

			Distributions are often idealized (unrealistic) representations of a data set. According to a New York University document, “Raw data is almost never as well behaved as we would like it to be. Consequently, fitting a statistical distribution to data is part art and part science, requiring compromises along the way. The key to good data analysis is maintaining a balance between getting a good distributional fit and preserving ease of estimation, keeping in mind that the ultimate objective is that the analysis should lead to better decisions.”2

			The distribution we are all most familiar with is the normal distribution, and it is one of our most important lenses for looking at the world. Its influence is everywhere from education to medicine, even if it is often invisible. But it's also a mental model that is easily taken too literally, and you end up trying to fit reality to the model, not vice versa. Reality rarely fits into a neat normal distribution, and we miss a lot of important nuance and variation when we try to make it do so. 

			A set of data points is normally distributed if the majority of values cluster around a midpoint, with a few falling on either side. The farther from the midpoint, the fewer values show up. The midpoint is simultaneously the mean, mode, and median value. When plotted on a graph, normally distributed data forms a characteristic symmetrical shape known as a bell curve. Leonard Mlodinow, writing in The Drunkard’s Walk, summarizes it as such: “The normal distribution describes the manner in which many phenomena vary around a central value that represents their most probable outcome.”3

			Many common measurements are normally distributed, such as height, IQ, blood pressure, and exam results. This normal distribution tends to be the case for values that are subject to certain physical constraints, such as biological measurements. Normal distributions usually also characterize the price of common household goods. If you have an idea of the average price of toothpaste, you can use an estimation of the distribution to tell you if you are paying too much for the one in front of you or if you are getting a good deal.

			In a normal distribution, the more extreme a value is, the less likely it is to occur. However, it’s important to note that the tails in most distributions, even normal ones, go on forever. The probabilities of these values get smaller but are not impossible.

			We refer to values far from the mean as long-tail values. Seeing as they are highly unlikely, we tend to forget about them. But if we get too caught up in seeing the world as normally distributed, we can forget that long-tail values tend to have an outsized impact. If you commute to work, it probably takes roughly the same time each day with minor variations. Once in a while, though, there might be a major issue like a road closure or broken-down train, which means it takes significantly longer, with the corresponding knock-on effects for your day. 

			Normal distributions can be contrasted with power law distributions. The values in a power law distribution cluster at low or high values. Even though the distribution might cover a large diversity of potential values, the vast majority of points on the curve will represent a comparably small subset. Wealth follows a typical power law distribution. Although the range of the possible wealth of an individual is quite large, most people cluster around a small range of values at one end of the curve. There are exponentially more people with $1,000 in assets than $1 billion. In our wealth curve, excessive wealth may be rare relative to the entire population, but there is no real cap on the wealth any one person can accumulate. In Algorithms to Live By, Brian Christian and Tom Griffiths say that power law distributions “are also known as ‘scale-free distributions’ because they characterize quantities that can plausibly range over many scales: a town can have tens, hundreds, thousands, tens of thousands, hundreds of thousands, or millions of residents, so we can’t pin down a single value for how big a ‘normal’ town should be.”4

			« Something normally distributed that’s gone on seemingly too long is bound to end shortly; but the longer something in a power law distribution has gone on, the longer you can expect it to keep going. »

			Brian Christian and Tom Griffiths5

			Being able to identify when you are in a power law distribution situation can help you be realistic about the effort required to break out of the end cluster. It also forces you to consider the diverse range of potential values you have to contend with. When imagining future wealth, a diversity of possible data points can be motivational, but the opposite is true if your power law distribution is about potential calamities. 

			There are other distributions. Geometric distributions give you intuition as to when a particular success might happen, and binomial distributions can suggest how long it will take to get particular numbers of successes. The Poisson distribution can give you an idea of the distribution of rare events in a large population. And understanding memoryless distributions can make you feel better when you have to wait a while for the next bus.

			You never really know if you have the right distribution for your data. You can test your distribution against the ideal and conclude that they are similar with a high degree of confidence, but future data points may change the distribution.

		

		





			The Good Life

			One philosophy that has been misunderstood since it was first articulated is that of Epicurus. Writing around 300 BCE, he came after Plato and Aristotle and was a contemporary of the early Stoics. One of his core ideas centered around the value of pleasure. Epicurus argued that pleasure is the only realistic measure we have of evaluating our lives. When we experience pleasure, things are good, and thus the pursuit of pleasure ought to be the driving force behind our choices.

			At first glance, his philosophy seems to promote a life of selfish indulgence. Criticized for promoting a hedonism that would lead to the breakdown of society, Epicurean philosophy has endured much maligning over the millennia. However, a complete read of his philosophy reveals how pursuing the Epicurean ideal of pleasure actually leads to a very sedate, mindful life. Using the lens of a normal distribution curve helps us understand why and thus suggests modern uses for this ancient philosophy.

			In his Letter to Menoeceus, Epicurus writes that “no pleasure is a bad thing in itself. But the things which produce certain pleasures bring troubles many times greater than the pleasures.”1 These latter types of pleasures are the ones we should avoid, because what positive feeling we gain in the short term is outweighed by the ensuing negative experience.

			An excellent way to thus capture Epicurus’s idea of pleasure is the bell curve. If we imagine those things that cause us great pain being the values on the far left and those things that cause us great pleasure as being on the far right, where we want to be is in the middle. The ideal state is one of neither pleasure nor pain. As Daniel Klein writes, for Epicurus, “happiness is tranquility.”2 The state we should aim to be in is at the top of a normal distribution curve—a life free from pain and also free from the negative consequences of excess pleasure.

			Far from promoting the pursuit of indulgence in all things pleasurable, Epicurus writes, “For we are in need of pleasure only when we are in pain because of the absence of pleasure, and when we are not in pain, then we no longer need pleasure.”3 For Epicurus, “‘pleasure’ is the logical opposite of ‘pain.’ In other words, for him pleasure meant non-pain.”4 His conceptualizing of pleasure is what lends itself well to imagining life events plotted along a normal distribution curve. There are extremes at either end that are possible, but the most rewarding life is one that hovers around the middle, experiencing neither too much pain nor pleasure.

			How does one achieve this midpoint, and what does life look like there? Epicurus said, “Therefore, becoming accustomed to simple, not extravagant, ways of life makes one completely healthy, makes man unhesitant in the face of life’s necessary duties, puts us in a better condition for the times of extravagance which occasionally come along, and makes us fearless in the face of chance.”5 He believed that living a simple life was the best way to avoid pain, which is a pleasure in itself. Albeit a very sedate, mindful one.

			It is the focus on pain reduction that gives us indicators on the value of aiming for the median of the normal distribution curve of life. As Catherine Wilson explains in How to Be an Epicurean, Epicurus “stated clearly that the best life is one free of deprivations, starting with freedom from hunger, thirst, and cold, and freedom from persistent fears and anxieties.”6 Thus conceptualizing pleasure as a life free from pain demonstrates why the extreme pleasure end of the curve would be well worth avoiding. Excess pleasure of the indulgent kind results often in pain. From the more visceral experiences of pain, such as a stomachache from too much rich food, to the painful psychological consequences of always choosing what feels right now at the expense of future satisfaction, when we focus on immediate gratification, we often sacrifice the happiness and contentment of our future selves.

			For Epicurus, paying attention to the knowledge we gain from our experiences is critical for achieving a pain-free life. We need to be in tune with ourselves, noticing how our actions impact our bodies and psychological states. We also need to actively perform second-order thinking, considering the effects of the effects of our actions. 

			Epicurean philosophy thus invites us to reconceptualize what we consider pleasure in order to attain that pain-free median at the top of the curve. Wilson explains that “regardless of the trouble other people can cause for us, Epicurus believed close human relationships to be the greatest source of pleasure in life.”7 Pleasure is not then about the attainment of things, status, and stuff, but the interactions we have and the knowledge we gain from them. It is a philosophy of experience rather than consumption. 
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Compounding 



			Compounding follows a power law, and power laws are magical things. Knowledge, experience, and relationships compound. When it comes to our personal capabilities, there are few limits to the possibilities suggested by this model. As with compound interest, most of the gains come at the end, not at the beginning. You have to keep reinvesting your returns to experience the exponential growth that is compounding.

			Albert Einstein supposedly described compounding as the eighth wonder of the world. While he probably didn’t, whoever did wasn’t far off the mark. Compounding is an immensely powerful and often misunderstood force. 

			The most visible form of compounding is compound interest: when the interest on a sum of money, if reinvested and untouched, goes on to itself earn interest. This means the total sum of money grows faster and faster, like a snowball rolling down a hill. Even a small amount of money can compound into a fortune over a long enough time span. 

			« Play iterated games. All the returns in life, whether in wealth, relationships, or knowledge, come from compound interest. »

			Naval Ravikant1

			In the same way that money compounds and grows by earning interest, debt can compound too, even to the point where it becomes essentially impossible to pay off. Many people who get into debt fail to realize just how powerful compounding can be over time. As Debt.org2 puts it, “Compound interest is a powerful tool for building wealth. It’s also a devastating tool that can destroy wealth. It just depends on which side of the financial equation you use it.” 

			
			[image: ]
			_ 
Exponential gains increase more dramatically the longer we leave them to compound.

		

			Compounding is a crucial, versatile mental model to understand because it shows us that we can realize enormous gains through incremental efforts over time. It forces us to start thinking long term because the effects of compounding are only remarkable on a long timeline and most of the gains are realized near the end. Money isn’t the only thing that compounds. Everything from knowledge to relationships has the ability to grow exponentially if we keep adding to it and reinvesting the returns. All that matters is making continuous progress, no matter how small. 

			Exponential functions are hard to envision, so it’s no wonder we tend to underestimate the power of compounding. We’re used to thinking in terms of linear dynamics, but compounding is nonlinear. Of course, other forms of compounding are not literal, and it’s not like we can use a formula to calculate how something like knowledge builds upon itself. But we can use the concept as a metaphorical lens for thinking about how things grow. 

			« An apparently trivial indulgence in lust or anger today is the loss of a ridge or railway line or bridgehead from which the enemy may launch an attack otherwise impossible. »

			C. S. Lewis3

			In a process akin to money compounding, the impact of decisions we make early on in any endeavor grow in their impact over time. They can have a greater impact than decisions made later on because their consequences compound. For instance, imagine a new graduate who takes a job that is disconnected from their true interests. It might seem like a temporary, harmless choice, but it increases the chances the next job they get will be in the same area. The more experience they accrue, the better they’re likely to be, and before they know it, switching is a challenge. It’s important to consider how the consequences of our choices can multiply over time.

			You don’t always know the payoff

			When we invest in things that compound, we don’t always know how we will be able to leverage our compounding interest. Think of investing your money. If you know how much you will put into an account and the interest rate under which it will accrue, you can estimate how much money will be in your account in 20 years. What you cannot predict is what you will be able to do with that money. At the outset, you may imagine you’ll buy yourself your dream home. But 20 years from now, you might leverage the money to make a different career choice. The security of having it in the bank might mean that you can take bigger risks to pursue your dreams.

			Small investments over time in areas like relationships or learning have immediate benefit, which is usually what prompts us to undertake the initial commitment. But one of the most fascinating properties of using compounding as a lens is that it illuminates how investments now can give us opportunities later that we can’t even imagine now.

			One example of how compounding knowledge creates options can be seen by looking at the long-term effects of Jewish education norms. In The Chosen Few, Maristella Botticini and Zvi Eckstein trace the role of education in the Jewish religion and show how it was an investment that gave the Jewish people incredible opportunities. 

			In the first century of the Common Era, Jewish scholars and religious leaders “issued a religious ordinance requiring all Jewish fathers to send their sons from the age of six or seven to primary school to learn to read and study the Torah in Hebrew. Throughout the first millennium, no people other than the Jews had a norm requiring fathers to educate their sons.”4

			Botticini and Eckstein make it clear that there was no plan in the early days of Jewish education that this practice would offer advantages down the road. As they explain, in the beginning “sending children to school to learn to read and study the Torah was a sacrifice with no economic returns in the agrarian economies in which Jews lived.” Following the rule to educate was costly both in terms of maintaining the educational infrastructure and productive time lost. Initially the only tangible benefit to following the rule was probably something like spiritual satisfaction.5 

			When the norm of education was instituted, Jewish people were primarily farmers. Within a few centuries, they had given up farming for more lucrative professions as craftsmen, merchants, and moneylenders. Botticini and Eckstein demonstrate that “the direction of causality thus runs from investment in literacy and human capital to voluntarily giving up investing in land and being farmers, to entering urban occupations, to becoming mobile and migrating.”6

			The authors argue that “learning to read helps people learn to write. It also helps develop numeracy and the ability to compute prices, costs, interest rates, and exchange rates, and thus to keep account books.” Therefore, literacy creates opportunities. Jewish people did not have to be farmers, a profession with less earning potential than those options available in the growing urban centers. Not only does literacy give you a competitive edge to be, say, a moneylender or merchant, but it also “raises productivity and earnings in these professions.”7

			First in the Muslim caliphates, and then in medieval Europe, Jewish people were consistently able to move into more financially rewarding professions at a significantly higher rate than non-Jewish people. “The literacy of the Jewish people, coupled with a set of contract-enforcement institutions developed during the five centuries after the destruction of the Second Temple, gave the Jews a comparative advantage in occupations such as crafts, trade, and moneylending.” So while “most of the population in medieval Europe consisted mainly of illiterate peasants, sharecroppers, and agricultural laborers,” Jewish people were able to leverage their literacy (and other aspects of their culture) to specialize in lucrative professions.8 Jewish people took advantage of the opportunity their education gave them by moving into professions that paid well.

			Just because you don’t anticipate all the opportunities an investment will give you down the road doesn’t mean you don’t take advantage of them when they arise. From very early days, Jewish people invested in education. At first, likely for spiritual reasons, but the investment nonetheless later allowed them to capitalize on changes in the world economy. Their literacy allowed them to be the first movers when new professions arose that required and thrived on an understanding of words and numbers. Botticini and Eckstein explain that “the Jewish community reaped the benefits of their investment in literacy by selecting into urban skilled occupations.”9 

			We cannot know all the opportunities that will arise as a result of the investments we make today. Botticini and Eckstein conclude that “high levels of literacy and the existence of contract-enforcement institutions became the levers of the Jewish people.” And they used these levers to “continue to search for opportunities to reap return from their investment.”10

			The lesson of applying the lens of compounding to Jewish education norms is to invest in things that provide you with benefit. For the early Jewish people, they received from their investment in literacy a benefit in terms of their religious commitment. As time continued, the knowledge they accrued compounded, giving later generations exceptional opportunities. Recognizing that knowledge compounds helps us be mindful about how we can leverage our investment in the future and to look for the opportunities compounding will open up. 

			Reinvesting experience

			Experience also compounds. If we choose to build on the skills we’ve developed by using them in new situations, we are significantly more capable later in life. Using compounding as a lens to look at personal experience isn’t about proving an equation. Rather, this model can give us insight on what it means to reinvest what we learn through experience.

			In 2008 Mireya Mayor*, a scientist and explorer for National Geographic, participated in an expedition to retrace the path of Henry Morton Stanley, the man sent to find Dr. David Livingstone in Tanzania. Livingstone, the 19th century rock star explorer of his generation, had gone missing, and Stanley was sent by an American newspaper to try to locate him. Mayor was part of a team of four who were filmed trying to complete the treacherous journey with the same equipment Stanley would have had in 1865. Despite challenging terrain, illness, and a variety of dangerous animals, she and the rest of the group completed the challenge. How she was able to do things like trek for hours in incredibly hot, humid temperatures while battling dysentery can be illuminated through the lens of compounding.

			One of the key components of financial compounding is the reinvestment. When the money you have invested earns interest, you can’t take it out and go buy a new pair of shoes. You have to reinvest that interest into the original investment, so you increase the amount of funds earning interest.

			We can think of using what we’ve learned in a similar way. The insights we get from experiences will pay off more if we reinvest them into further experiences. 

			Exponential gains from what we’ve learned aren’t standard. Not everyone who has a degree in journalism wins the Pulitzer. Not everyone who has a lemonade stand as a kid ends up running a national juice chain. 

			Humans have evolved to be pretty good at using past experience to guide future decisions, so a lot of knowledge compounding happens naturally over time, especially when we are young. But sometimes we get stale. We stop reinvesting that interest because we stop challenging ourselves. We stop compounding our learning. Twenty years of living become the same year repeated 20 times. 

			To gain insight and eventually wisdom, we need to reinvest our knowledge and let it compound. One way to do that is to be more deliberate about identifying how our past experiences can improve our chances of success in future ones.

			Getting back to Mireya Mayor, it’s unlikely she would have been successful on her Tanzanian expedition if it had been her first. It was tough. The conditions and the team dynamics were brutal. But she had years of insights from previous expeditions to draw on and apply.

			Her first expedition was to Guyana in 1996, where she started doing the field research necessary to become a primatologist. She recounts how she packed for this expedition to study a rare species of monkey: “I purchased my plane tickets, the impractical teddy-bear backpack, and a pair of trendy hiking boots.”11 Her luggage also included a sleeping bag, tweezers, and a little black dress. She learned that the sleeping bag was unusable due to the deadly creatures that crawled around the forest floor and that hiking boots need to do more than look good. But she also learned that tweezers are invaluable on field expeditions because they can be used to remove a variety of small organisms that like to lodge in the skin.

			In reflecting on her knowledge about packing gained from fieldwork, she writes, “By the time I had a few other trips to remote places under my belt, I had become an expert at packing minimalist.” It was expertise gained through experience and included insights on the value of packing mirrors (for signaling and tick checks), tampons (for starting fires), and Windex (for neutralizing flesh-eating bacteria).12

			Beyond what to pack for survival in the jungle, Mayor’s story suggests further reinvestment of experiences compounding into her eventual success. Granted, she doesn’t use the words deliberate reinvestment, but the stories she shares demonstrate a conscious reflection on how to use past knowledge. For example, before she was an explorer and primatologist, she was a cheerleader for the Miami Dolphins American football team. At first glance one might think there was no useful knowledge that could be applied from one job to another, but Mayor writes, “Working under pressure is nothing new to me. Even when I was an NFL cheerleader, I had to perform under the gun. Dancing in front of more than 75,000 screaming fans, remembering to smile, and making sure my hair remained in place in scorching heat after twisting an ankle—that’s pressure.”13

			Mayor made numerous trips to Madagascar to study small primates that are unique to the island, like Perrier’s sifaka. Over time she built relationships with everyone from other primatologists, organizations with grant money, and the locals she relied on to navigate the island and support the expeditions. After years of fieldwork, she became a wildlife correspondent for National Geographic. She says that “years before I appeared on television pointing out little-known facts about snakes or describing the mating behaviors of gorillas, I was putting in the legwork.”14

			This legwork gave her the knowledge to take on a vast array of assignments for National Geographic, from diving with sharks and giant squid off the coast of Mexico to working with leopards and giraffes in Namibia. Following Mayor through the journey of her career, from cheerleader and graduate student to television host, explorer, and primatologist, it’s clear that her early experiences allowed her to take on increasingly complicated and dangerous challenges.

			Which brings us back to Tanzania and the expedition to re-create the journey of Stanley’s ultimately successful search for Livingstone. The journey was dangerous right to the final day. This is her description of the end: 

		
			Back in canoes, we paddled up a tributary that ran through a swamp; it was slow going. A blood-red torrent of unknown origin came out of the swamp and reminded me of descriptions in Stanley’s journals. When we couldn’t go any farther, we stepped out into the swamp. There were snakes and crocs everywhere. We were treading through mud up to our waists when suddenly my bad cheerleading ankle gave out on me. I tore a toenail off as I landed face first in the mud. This was no spa treatment. In the process I lost my shoe and would have to walk through the swamp barefoot, getting slashed by razor-sharp grasses while being sucked into the mud. Tanzania had already kicked my ass, but it was nothing compared to these last few miles.15

		

			Mayor’s success at completing the arduous expedition is testament to her ability to reinvest the knowledge accrued from past experiences and capitalize on the resulting growth. A career like Mayor’s reveals the power of using the lens of compounding to shape how we use our hard-won insights to allow us to take on exponentially greater challenges.

			Compounding relationships

			Relationships are another thing that compound, becoming stronger over time if we keep investing in win-win dynamics. Imagine a network of nodes that connect to each other at random. The likelihood of any given node receiving an additional connection is proportional to the number of connections it already has. Through randomness, a small number of nodes will end up receiving most of the connections—a phenomenon called preferential attachment.

			Preferential attachment is a type of compounding that occurs when a certain thing (such as money or friends) is more likely to accrue to individuals or entities that already have more of it. For instance, people who have many friends tend to keep making more and more. They have more opportunities to meet new people through the ones they already know. 

			For someone to gain a serious cumulative advantage, it’s not even necessary for them to have dramatically different starting conditions to their peers. Michael J. Mauboussin writes in The Success Equation that small differences in the economic climate when someone graduates from college can compound. For each additional percentage point higher the unemployment rate is when someone graduates, they can expect to earn 6% to 7% less in their career.16 To graduate during a recession means having a serious disadvantage, regardless of how smart someone is or how hard they work. 

			Thus where you start in life may have a huge impact on where you end up, but it doesn’t have to define it. Some people can achieve extraordinary things against the odds by understanding and leveraging the concept of cumulative advantage. Such people grab hold of one tiny advantage and get every additional possible benefit out of it. Then they keep repeating that process until they get where they want to be. One way of doing this is through networking. Each person you know has the potential to lead you to additional people. The stronger your network, the more influential or interesting the people you could get introduced to are. Professional and social networks build upon themselves. Some people have an uncanny ability to take a connection with one person and use it to accelerate their careers. 

			Sidney James Weinberg* was not your typical Wall Street banker—not by today’s standards, nor even by the standards of the early 20th century when he rose to the pinnacle of the banking world. For a start, there was his background. Weinberg didn’t come from an illustrious family. He didn’t have a top-tier education or a long list of credentials. He didn’t get a leg up from well-positioned Wall Street contacts either. Instead, he was the son of a Polish liquor dealer and one of 11 children. His education didn’t stretch beyond his 13th year, when a teacher deemed him ready to enter the workforce. By that point, he’d already been working for several years selling newspapers and doing other menial jobs.17

			Nor did he particularly look or sound the part of a Wall Street success story. Weinberg was just five feet, four inches tall and was usually dwarfed by the other bankers around him. His back was marked with knife scars from childhood street fights.18 He never made any effort to disguise his distinctive Brooklyn accent or lie about his background, even going as far as to proudly keep the spittoon he polished when he first got his start doing low-level work at Goldman Sachs.19 Weinberg was famously outspoken and always willing to make jokes at his own expense.20

			Yet despite his unorthodox background, Weinberg became one of the most powerful people on Wall Street, holding the position of Goldman Sachs CEO for 39 years. What set him apart was his understanding of cumulative advantage. His greatest assets were the relationships he carefully built and then continued to build upon to form more relationships. He understood that the more people he knew, the more people he could meet. By focusing on strengthening and then leveraging his relationships, Weinberg achieved remarkable success. 

			He started off on Wall Street aged about 15. These being the days before security was a thing, he picked a skyscraper and went from office to office, looking for any available work. Eventually he earned a menial job as a janitor’s assistant at Goldman Sachs for a few dollars a week.21

			One day Weinberg was tasked with taking a delivery to Paul Sachs, the founder’s son. Sachs was charmed by him and had him promoted to the mailroom. Having a sudden opportunity to prove himself, Weinberg made an impression by reorganizing the mailroom to be more efficient, convincing Sachs he had potential in a banking role within the company. Sachs paid for Weinberg to take his first banking course and mentored him through university. When Weinberg returned to Wall Street after serving in World War I, his hard work paid off: he was now a salesperson. Eight years later, he was a securities trader. Another three years after that, Weinberg was the CEO. While we don’t know exactly what happened during those years, everything began with that lucky meeting with Paul Sachs, which gave him a chance to prove himself. From there, Weinberg was able to get a better role in the company, giving him access to even more people and more opportunities for promotion. 

			We can understand Weinberg’s phenomenal rise if we consider the ways in which he worked to build beneficial relationships that offered him accruing influence and opportunities throughout his entire career. We can see clues as to how he managed this further on in his career. One way that Weinberg built relationships was by serving on the boards of corporations—at one point over 30, for which he attended over 250 meetings per year. He befriended every CEO he could by being as helpful as possible. Board meetings weren’t a distraction from his main job; they were a way to further it. 

			When Franklin D. Roosevelt ran for president, he was an unpopular candidate with Wall Street. Weinberg saw a chance to stand out by supporting him and raising campaign funds, bridging business and politics. He already had influence on Wall Street, which he was able to convert into political influence. After Roosevelt won the election, Weinberg organized an advisory board of corporate executives, all carefully chosen to align with his own business interests.22 He knew that giving the executives such a high-status position would ensure their patronage later on. Many indeed became clients of Goldman Sachs. 

			It’s worth noting that Goldman Sachs was not the giant it is today, meaning Weinberg’s political influence was unusual and likely the result of his relationship-building.23 He always declined offers of political roles; Wall Street was his world, and politics served simply as means of building relationships. Throughout his career, he advised a total of five US presidents, using the entry point of Roosevelt’s campaign.

			Building lasting relationships with Goldman Sachs, clients was also an important part of Weinberg’s work. But he didn’t just help people who were of direct use to him. One story tells of him sending $100 a week to a business rival who fell on hard times. As he told others, friendship should always come before business.24 

			Weinberg saw both the number of his relationships and their durability compound over time. His conscientious approach to his interactions with people suggests he invested in his relationships. When we aim to make our relationships reciprocal, seeking to give us as much as possible before we take, we can reap the benefits of compounding. The more we strengthen and deepen relationships, the more they build on themselves. The Wall Street of Weinberg’s heyday was built on relationships. These days, we’re not likely to see another Sidney Weinberg because the old system of reciprocity is no longer sufficient. When we create societies where starting conditions matter more than capacity and effort, we narrow the range of who can reap the benefits of compounding even if they start from nothing. That initial foot in the door upon which relationships build can be the hardest part.  

			— Sidebar: Basic Income and Death Taxes

		





			Basic Income and Death Taxes

			Compounding and preferential attachment are so powerful that societies often have rules to mitigate the exponential accumulation of advantage. 

			One system that tries to level the playing field by supporting network development for those who don’t—or can’t—start building these networks early enough is basic income. Sometimes we need to disrupt the power of a preferential attachment cycle, whether it’s to improve equity or just the flow of ideas, by increasing the number of people who can contribute. 

			There is no one definition of basic income. In some definitions it is income distributed to everyone within a geographic region regardless of other income or assets. In other definitions it is given out on a scale that factors in other wealth. Sometimes it is presented as a taxable income; other times it is put forward as a tax-free benefit. Regardless of the particular definition, “the one fundamental defining characteristic of a basic income of any type is that it must be unconditional.”1 The recipient of a basic income does not have to do anything to justify the continued receipt of the income if they stay in the same geographical region.

			In this sense basic income is very different from welfare, which is a conditional income often dependent on job searches, ability to work, and neither owning nor accumulating any assets. It is subject to the discretion of caseworkers and thus is inherently unstable and subjective.

			One of the arguments for basic income, as presented by Philippe van Parijs and Yannick Vanderborght in their book on the subject, is that “much of what we earn must be ascribed not to our efforts, but to externalities which owe nothing to them.”2 Although we may tell ourselves that our success is solely the result of our efforts, a significant contributing factor is the number of connections we have. Some of these connections seem obvious, like family connections to jobs or educational connections to information. Others, though, many of us take for granted. If we think of the network we engage with in order to work, connections to dentists and other health services, to quality child care, or to landlords and banks for housing security, we can see that success means leveraging a large network composed of many nodes.

			Often the connection to a node is solely a matter of money. Education costs money, and so do dentists. It’s harder to get a job with minimal education, or poor dental hygiene, or a lack of reliable access to a shower. Basic income programs are usually designed to provide enough money to meet these core requirements in order for people to have the option of pursuing meaningful work or social contribution. We can think of people using basic income to increase their access to nodes in a network that will then accrue opportunities. 

			Studies of basic income have demonstrated that both education and health outcomes improve when people receive it. Economist Evelyn Forget examined basic income studies to show that it often results in young people obtaining more education and less use by recipients of the local health care system. She also argues that “basic income has been found to support social solidarity in various places around the world,” leading to better social outcomes in communities.3 Possibly this is because more connections by more people lead to a more stable network.

			By giving people a predictable, secure income, they can increase their connections with nodes that accrue benefit, such as education. In The Case for Universal Basic Income, Louise Haagh references the work of Brian Barry, who says that “basic income is a way to abate cumulative disadvantage.” It gives people access to power and “can contribute to the erasing social distinctions linked with insecurity and lack of status.”4

			Parijs and Vanderborght are careful to note that a basic income does not aim to equalize outcomes. “Rather, it aims to make less unequal, and distribute more fairly, real freedom, possibilities, and opportunities.”5 Essentially, it aims to equalize the benefits of preferential attachment.

			While basic income attempts to give everyone a better starting point, societies have also developed ways to try to reduce the extent to which advantages accumulate to existing winners across the generations. If nothing is certain in life except death and taxes, then death taxes are the surest thing of all. As an umbrella term for inheritance and state taxes, this refers to deductions that governments make from the assets individuals leave behind after they die, even if those same assets were already taxed during their lifetime. Death taxes are typically a percentage of assets over a certain value with reductions or exemptions depending on whether someone leaves their estate to a spouse or partner, their level of charitable donations, and so on. This may be deducted from the entire estate before it goes to any heirs or from individual inheritances. 

			In theory, such charges help prevent wealth from becoming increasingly concentrated in the hands of a few families and force the richest people to make a sizable contribution to society after their deaths. Inheritances provide heirs with advantages they haven’t worked for but that still provide a way to gain further advantages. The idea behind death taxes is to mitigate that, even if only in part.

		

			Conclusion

			Compounding is an incredibly useful mental model because it requires us to think long term about our knowledge, experiences, and relationships. It suggests to us that continual reinvestment of what we learn and in the people around us is the best way to set ourselves up for reliable, steady gains. The majority of success doesn’t happen by accident, and the lens of compounding illuminates the investments we need to make to get there.

		





			Supporting Idea:
			Network Effects

			Network effects occur when the utility of a product or service increases as more people use it. More users mean more value for all users. An obvious example is the telephone. If you own one but none of your friends do, it’s not much use. But with each additional friend who gets one, the utility increases. 

			Network effects may also be indirect, as when a group of people using something for one purpose generate value for a group using it for a different purpose. For instance, more drivers joining a ride-sharing app means more utility for riders. 

			Network effects set off a reinforcing feedback loop wherein the added value attracts new users, who in turn create new users. Getting network effects started can be difficult, as certain types of products and services have little use until they reach a critical mass of users. But once this occurs, it creates a strong competitive advantage over new entrants to the market, even if they have a better product. 

			However, first movers are not always the most successful in a market, as later movers can learn from the early mistakes. Ultimately network effects can lead to a winner-takes-all market, where one product or service captures most of the users. Competitors can only secure a negligible share. Users become reluctant to switch to an alternative because of the advantages created by network effects. Once network effects take hold, a product or service will continue to grow in popularity even without additional marketing.

			The single most important factor behind the rise of many of the most significant technologies over the last two centuries is network effects. It not only contributes to the success of new technologies; it also secures it long term. For this reason, companies put a lot of effort into attracting early users in the hopes of reaching the critical mass requisite for network effects to take hold. Often, it is a matter of luck. 

			Network effects don’t just occur for technology. We can apply the concept to any situation where the value of something increases the more people use it. If a large number of skilled workers live in an area, it will attract companies offering well-paid jobs that use their skills, attracting yet more workers. Stores of value like gold are subject to network effects. The more people hold them as a long-term store of value, the more stable their prices become and the more appealing they are to future investors.

			But network effects cannot continue forever. More users only build more value up to a certain point, past which negative network effects set in. This occurs when user base growth results in less, not more, value. Negative network effects can take several forms. A product or service may become overloaded and unable to serve its users as before. For instance, a public train network may benefit from a growing user base. More users mean more investment in infrastructure, more frequent service, and possibly lower cost. However, if too many people use it, the trains may become overcrowded and dangerous. If there isn’t space to build more train lines, this may reduce value for users. 

			Negative network effects can also occur when too many users change the fundamental nature of something. A small online forum may have a tight-knit user base with high standards for posting. If there is an influx of new users, they may change its norms and dilute its value, destroying what attracted them in the first place.
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Sampling



			Understanding the influence and importance of sampling is a fundamental key to understanding the world better. The mental model of sampling is a first principle for a number of concepts in mathematics, especially in statistics. Seeing as we often use statistics to gain a picture of reality, taking sampling into account will broaden your knowledge of other areas involving measurement, such as psychology. It will also help you think about risk and reward while delineating luck from skill. 

			« Numbers are intellectual witnesses that belong only to mankind. »

			Honoré de Balzac 

			When we want to get information about a population (meaning a set of alike people, things, or events), we usually need to look at a sample (meaning a part of the population). It is usually not possible or even desirable to consider the entire population, so we aim for a sample that represents the whole.1 We use samples to tell us about the world. The exception is a census, which aims to include everyone, not just a sample.

			Sample size refers to the number of people, things, or events we look at from a population. It can have an enormous influence on the results we get. According to the law of large numbers, the larger the sample size, the more the result obtained will converge with the true value. For instance, the likelihood of getting any of the numbers from one to six when you roll a fair die is one in six. If you roll a die six times, it would be unusual for each number to show up once. If you roll it 600 times, the frequency of each number would be closer to one in six, and even closer if you roll it 6,000 times or 60,000 times. 

			Sampling gives you an idea of the possible values in your data set. The law of large numbers helps identify the probability of any of those values occurring.

			As a rule of thumb, more measurements mean more accurate results, all else being equal. Small sample sizes can produce skewed results. If your sample for assessing the color of swans is the white birds in your neighborhood pond, you might deduce all swans are white. But if you looked at a larger sample of swans from different places, you’d discover some are black. Even if you took a small sample from your local pond dozens of times, it might not be representative and would always mislead you. Small sample sizes can fail to include rare or outlier results, making it seem like they don’t exist. If you are once again just looking at the birds in a particular pond, you might ascertain that all swans have two legs. But if you took a much larger sample (or visited a wildlife sanctuary), you may well discover a swan that has been in an accident and only has one leg.

			One area where sampling is especially salient is in scientific studies of people, in which case the sample size is the number of participants. The larger the sample, the lower the margin of error and the higher the sampling confidence level, meaning the more probable it is the results will generalize to the whole population.2 

			But we have to make trade-offs. Studies with small sample sizes are not useless. Managing the funding and logistics for a larger study might be impractical, so a small one can provide evidence that further research is worthwhile. Researchers can combine a number of small studies in a meta-analysis to get a broader overview. If the costs of a study are high, such as a psychological study in which participants are subjected to a great deal of distress, a small sample may be more ethical. Researchers have to consider a range of factors to establish the right sample size, including the expected effect size and the expected dropout ratio.

			In addition to being an appropriate size, samples need to be random to be representative of a varied population. This means every person, thing, or event within the population has an equal chance of ending up in the sample.3 George Gallup*, who could be called the inventor of the opinion poll, once gave a useful analogy for the necessity of a random sample. He said you can decide if a pot of soup needs more seasoning by tasting a single spoonful—provided you’ve stirred it well first.4 

			A large sample size is only certain to be more accurate if it is representative, which makes it important to be aware of sampling biases. For instance, the healthy worker effect refers to how people who are unwell are less likely to be in employment, meaning that workers within a field or for a company will be, on average, healthier than the general population. If you’re trying to measure the impact of a dangerous chemical on factory workers who handle it, a sample of those currently employed in that type of factory will not be representative—no matter how large. You’ll need to factor in those whose health has been damaged so much they no longer work or have moved to another field.5 

			Thinking about sampling can help us overcome some forms of bias. For example, we tend to place too much emphasis on anecdotes, in particular those coming from people close to us or that make good stories. We’re all the more inclined to respect anecdotes if they confirm what we already believe. An anecdote is a sample size of one, and we should collect more data points if possible. The exception is when one result indicates something is possible. The first person to survive a heart transplant was more than an anecdote.

			Thinking about your samples also teaches that sometimes what you need to do to see the world in a more accurate way is to obtain a larger or more representative sample. Traveling, living in a big city, or otherwise finding a way to meet more diverse people may make you more tolerant. Exposing yourself to a broader range of ideas through interdisciplinary, far-reaching reading may make you more open-minded. Learning more about the history of your industry and accumulating more experience may make you more risk aware as you learn about rarer yet more extreme possibilities.

			Defining a language

			It is important to recognize when one measurement isn’t enough. The making of the first Oxford English Dictionary (OED) is a story that demonstrates the value of increasing sample size, in terms of the increased accuracy many measurements can bring.

			It’s hard to imagine the effort required for the first dictionary of a language to be created. We have grown up in a post-dictionary world, where all words are catalogued with their definitions and history. In looking through any dictionary, it’s easy to find words that have multiple meanings. Does dove refer to a bird or the past action of jumping into a pool? To capture the entire history and use of a language, the first dictionaries must consider hundreds of thousands of data points. The OED, although not the first English dictionary, was the first to accomplish the feat of a thorough cataloguing of the English language.

			Talk of the OED first got underway in 1856. At the outset, the purpose of the OED was described thus: “A dictionary should be a record of all words that enjoy any recognized lifespan in the standard language.” The group instigating the task felt that a proper dictionary should not just show contemporary usage of words, but they “had to have, for every word, a passage quoted from literature that showed where each word was used first.”6 

			What would producing this kind of record entail? As Simon Winchester explains in The Professor and the Madman, it “would mean the reading of everything and the quoting of everything that showed anything of the history of the words that were to be cited. The task would be gigantic, monumental, and—according to the conventional thinking of the times—impossible.”7 Essentially, to produce the OED, all books ever written in the English language would have to be read in order to pull out not only all the words the language has ever produced, but their first instances, their multiple uses, and their evolutions. 

			At what can be regarded as the kickoff meeting, Winchester describes that, with a sensibility that was out of step for their place and time, the group of men who sought to produce a dictionary of the English language realized the only way it would ever be achieved would be to enlist the help of large numbers of people “to peruse all of English literature—and to comb the London and New York newspapers and the most literate of the magazines and journals—must be instead the combined action of many.”8 In effect, production of the dictionary required combing through millions of pages of words.

			Why wasn’t it enough to just note the common usage of a word and carry on? Let’s briefly consider the word take. It’s fairly common and likely one we use every day. But to define it based on one example of usage would be a mistake. It has at least four definitions:

			
					To remove something (e.g., I take that away from you)

					To hold something (e.g., I take my mother’s hand)

					A recorded scene from a movie (e.g., We shot that in one take)

					The amount of something gained from a source (e.g., taxation or being paid off; he was on the take) 

			

			To get a complete understanding of the word take, you need to factor in all of these possible uses. In order to include take in the dictionary, all of these uses need to be found. And you need to make sure there aren’t any more.

			An army of volunteers read through every book in the English language, preparing submissions for the editorial group. As Winchester describes, “Each volunteer would take a slip of paper, write at its top left-hand side the target word, and below, also on the left, the date of the details that followed: these were, in order, the title of the book or paper, its volume and page number, and then, below that, the full sentence that illustrated the use of the target word.”9 

			Entries poured in from across the world. Winchester states that “in the end more than six million slips of paper came in from the volunteers.”10 The vast numbers of books and magazines being investigated meant not only that the entirety of the language was being covered but also that the accuracy of the history and definitions of each word were quite refined. The editors could cross-reference ideas and sources to produce a final product verified against all written sources of English.

			The first OED was finished on December 31, 1927. It contained 12 volumes with 414,835 words defined and 1,827,306 illustrative quotations. It is the most complete chronicle of the English language ever produced. It is also a testament to the value of considering what sample size you need to get accurate results. 

			— Sidebar: Insurance

  





			Insurance

			Insurance, as a concept, is predicated on the idea of reducing uncertainty by spreading the cost of adverse events between groups of people, companies, and other entities, and across time. It’s impossible to predict if a given individual will get their laptop stolen or break their leg, or if a particular company will have a factory burn down or cause an oil spill, and so on. But with a large enough sample size, it’s possible to predict with reasonable accuracy the expected number of payouts per year. Insurance companies use this information to calculate how much to charge. Each customer pays much less than they would if they were to face a calamity uninsured, but most never receive a payout. 

			Insuring a small group of customers tends to be high risk, and a big group is usually low risk. With enough customers, an insurance company can effectively eliminate the uncertainty. Individual risks are uncertain; aggregate risks are predictable.1 In order for a risk to be safely insurable, it must show some uniformity across the population. 

			Occasionally insurers are blindsided by extreme or unforeseen events. The 1906 San Francisco earthquake was one of the most severe natural disasters in US history, leading to insured losses of over $6.3 billion in today’s money. Such an earthquake (with an estimated magnitude of 7.7 to 8.3) is only expected every 200 years, making it a surprise for insurers. Around 14 insurance companies went bankrupt as a result of the payouts, and the losses were equal to all profit the industry earned over the prior 47 years.2 Due to the earthquake’s rarity and the extent of the damage, much of it caused by subsequent fires, sample size didn’t help in this case. 

			In other cases, an event can essentially be the first of its kind and be so extreme and rare that no sample size makes it safe to insure. Following the 9/11 terrorist attacks, which led to payouts of $31.6 billion, the US government had to intervene to ensure companies continued offering terrorism risk insurance.3

		

			Not all samples sizes are created equal

			One of the most important considerations with sample sizes is their representative diversity. The insights you get from a large number of data points are only going to be as good as the range of possibilities they cover. If, for example, you want to know how effective airbags are in preventing serious injury in car passengers, but you’ve only collected information on drivers, no amount of that data will give you a useful answer to your question.

			The authors of “The Weirdest People in the World?” explain that “behavioral scientists routinely publish broad claims about human psychology and behavior in the world’s top journals based on samples drawn entirely from Western, Educated, Industrialized, Rich, and Democratic (WEIRD) societies.”11 They go on to demonstrate that the people in WEIRD societies are outliers in many ways; therefore, we probably shouldn’t be using studies based entirely on the behavior of WEIRD subjects as representative of the entire human population. 

		
			[image: ]
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It is important to study samples representative of the overall population. However, it can also be important to study subsets with different features that might not be apparent from averages.

		

			If we want to uncover universals about the behavior of human three-year-olds, we don’t need to study more children in California. Adding to the numbers we already have with more studies using the same subject set is not going to help us gain insights with broad applicability. If we want to say something meaningful about human nature, then our data set ought to contain information from a sample of humans that represent the diversity found on the planet.

			In the book Invisible Women, author Caroline Criado Perez* explores how data sets that are often used to make decisions that impact women don’t actually contain any information about women. She argues that “when your Big Data is corrupted by big silences, the truths you get are half-truths, at best.”12

			Data needs to be collected in order to be analyzed, so you need to ask yourself if you have the right mechanisms to collect the data that will give you the fullest picture possible—or at least enough to make a good decision with the potential for good outcomes. Criado Perez reports that over 90% of people who experience unwanted sexual behavior on public transportation in New York and London don’t report it. Nor do female metro users in Azerbaijan. So if someone were to conclude, based on official police reports, that safety for women isn’t an issue in these places, they would be dead wrong.13 Therefore, making rules and changes based on data needs to look hard at the data being used. 

			Not including women creates a data set that eliminates half the human race. Criado Perez gives examples of when this is annoying, like phones too big for the average female hand, and when it creates serious negative outcomes for women, such as in medical treatment. She explains that “nearly all pain studies have been done exclusively on male mice,” and many clinical trials done exclusively on men will have their results applied equally to women, despite women having different physiognomies.14 

			The majority of clinical trials (at least for prescriptions used by everyone) produce results applicable to a 200-pound adult. There’s also the consideration of ethnicity to consider in the sample size: for example, African American, Latino, Asian, and Caucasian populations each have their own unique metabolic and enzymatic profiles, thus leading to many medications behaving differently in each population. To obtain sufficient diversity in a sample size is often far too costly for pharmaceutical companies. Therefore, many medications are launched with suboptimal data or never reach the market because a subset of the larger sample showed unexpected adverse events. 

			One of the problems with assuming that a large sample size alone gives us a good data set is that we can undermine the very problems we are trying to solve. For example, no number of samples will be sufficient if you can’t acknowledge that you have biases, and volume on its own won’t help you overcome them. Criado Perez writes, “If you aren’t aware of how those biases operate, if you aren’t collecting data and taking a little time to produce evidence-based processes, you will continue to blindly perpetuate old injustices.”15

			Criado Perez argues that “the introduction of Big Data into a world full of gender data gaps can magnify and accelerate already-existing discriminations.”16 It is not a big leap to conclude that Big Data based on narrow data sets can exacerbate many different discriminations. As the authors of “The Weirdest People in the World?” conclude, “We need to be less cavalier in addressing questions of human nature on the basis of data drawn from this particularly thin, and rather unusual, slice of humanity.”17 The lesson is that deep data on a homogenous population is only relevant to that population. If a data set is being used to describe the broad category of “human,” then it needs to be representative of the diversity of the species. 

			Why should we care about the quality of our samples’ sizes? Because, as Criado Perez explains, “having an accurate measure is important because data determines how resources are allocated.”18 We tend not to draw conclusions from samples for fun but to make meaningful, sometimes critical decisions that can have a wide impact. You will reduce your chances of a good outcome if the data you collect is not representational of the people affected by the decisions you make. Yes, large sample sizes are better than small sample sizes for decision-making, but it’s critical to remember that not all data sets are created equal.

			Conclusion

			What this model teaches us is that sample size is often an invisible component of what we think we know about the world. In most situations, increasing our sample size gives us valuable information that lets us see our situation in a new light. But to have representative samples takes work. Using this model means taking the time to explore what isn’t obvious and being aware of how easy it is to corrupt our samples with bias. 
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Randomness 



			Randomness can be a hard model to use because humans aren’t great at comprehending true randomness. When we look at the world, we tend to see order. We notice patterns and sequences, like thinking the world is out to get us because a few bad things happened in a row. Yet our sense of predictability and order is an illusion. Much of what we encounter day to day is random; we just don’t perceive that. Using randomness as a model means being willing to accept that it exists and looking for situations where it can help us.

			The dictionary definition of randomness is “proceeding, made, or occurring without definite aim, reason, or pattern.”1 It is the opposite of predictability and order, something we aren’t wired to conceptualize. Randomness goes against the way we like to view the world. Yet it’s not an anomaly or a rarity; randomness is the rule, not the exception. We misunderstand randomness any time we attribute causality where none exists. Although we cannot tame it, we can learn to work with—not against—randomness.

			« [T]he human mind is built to identify for each event a definite cause and can, therefore, have a hard time accepting the influence of unrelated or random factors. »

			Leonard Mlodinow2

			One reason randomness can be challenging is that it makes the universe seem less friendly and comprehensible than we might wish. It’s hard to accept that much of what happens in our lives is chance, not ordained in any way. It’s like the world throws random dots at us, and humans are constantly trying to draw lines between them, even if none exist. Randomness thus forces us to confront our lack of control over outcomes in many situations. 

			« The history of ideas is a history of gradually discarding the assumption that it’s all about us. »

			Paul Graham3

			Similarly, we can forget that the past was as random as the future will be. In hindsight, history can seem ordered and logical. When we open a history book, we see structured narratives. Events have a beginning, a middle, and an end. It only seems this way in retrospect. Not only are past events random, so is the information we have about them. Historical documents survive at random, and it’s also up to chance whether a particular researcher comes across them or even how they interpret them.4 Documents get lost, destroyed by fire or water, or thrown away because no one recognizes their value. Others get ignored or are hard to interpret. The further back in time we look, the more incomplete the information we have becomes. 

			Randomness, however, is not something to be afraid of. It’s a tool at our disposal. For example, our immune systems have to contend with a vast variety of possible pathogens. To deal with new and varied threats, our bodies produce differently shaped lymphocytes at random, meaning each has the potential to fight different pathogens.5 Similarly, when ants forage for food, they all move around at random. If one finds food, it leaves a pheromone trail to it. Other ants will find that trail at random and follow it, making it stronger. Without any central control, this enables ants to coordinate themselves.6 “It appears that such intrinsic and probabilistic elements are needed in order for a comparatively small population of simple components to explore an enormously large space of possibilities, particularly when the information to be gained from such explorations is statistical in nature and there is little a priori knowledge about what will be encountered.”7

			Randomness is a fundamental part of the universe, and embracing it instead of trying to fit order where it doesn’t belong can help us do two things: be less predictable and be more creative.

			— Sidebar: What Are the Odds?

  





			What Are the Odds?

			One situation where we misunderstand randomness is when equally likely random events happen in a sequence. We sometimes think what happened last time dictates what happens next time. For instance, in a sequence of random events, we may think it is unlikely for the same thing to happen multiple times in a row. If you flip a coin six times and it’s heads every time, it might seem like it’s not a fair coin. But seeing as the outcome of each flip is equally likely to be heads or tails regardless of the last result, HHHHHH is as probable as any other specific sequence, say, HTTHTH. 

			Casinos take advantage of getting people to bet on random events while ensuring the odds are always to their benefit. Whether a given gambler wins any particular round is random, but on average everyone loses. One major fallacy casinos profit from is the mistaken belief that what happened in the last round affects what happens in the next one. Assuming no tampering, any particular outcome of a roll of the dice or the spin of a roulette wheel is equally likely each time. The past does not influence it. 

			In 1913, the roulette wheel in a Monte Carlo casino landed on black 26 times in a row. Gamblers lost millions when they kept betting large sums of money on it being red next. The fallacy was that each time the wheel landed on black, the chances of the next spin being red increased. But the probability of getting red is always 50%, and the previous results have no impact on that. The gamblers had no reason to bet more in that situation than any other. While a roulette wheel landing on black so many times in a row is remarkably unlikely, it doesn’t change the probability of any given spin being black. 

		

			« Making use of chance can be a deliberate and effective part of approaching the hardest sets of problems. »

			Brian Christian and Tom Griffiths8

			Serendipity and creating

			A question authors always seem to be asked in an interview is, “Where do you get your ideas?” More than a few have gone on record stating how much they hate this question. Why? Because it implies there is an idea bank, or a creativity app, or some defined source authors can access. When they are faced with a blank page, they can purchase or otherwise pull out an idea from this source, and away they go.

			The reality is far messier. Ideas come from everywhere with great inconsistency. What is inspiring to one author one day may not inspire them the next time they are looking for an idea. And a particular source of inspiration is unlikely to work for another author in exactly the same way. When one’s creativity feels blocked or when interesting ideas seem inaccessible, the introduction of randomness can come to the rescue.

			Author Jane Smiley*, in her book Thirteen Ways of Looking at the Novel, reflects on her creative process in developing her works of fiction. 

		
			I hadn’t ever had much of a theory of creativity beyond making a cup of tea or opening a can of Diet Coke and sitting down at the typewriter or computer. The first and last rules were “get on with it.” But perhaps that getting on with it that I had taken for granted for so many years was dependent upon those half-attentive ruminations during diaper changes and breadmaking and driving down the road?9 

		

			She makes it clear that although ideas definitely come from somewhere, an author can never know precisely where that might be. And so randomness—in this case understood as unpredictability—is a very useful tool when trying to create.

			The writing process for fiction is far from formulaic. Sometimes you start with the whole plot in your head, and sometimes you don’t. Sometimes you plan out every chapter before you start writing, and sometimes your characters unexpectedly steer your story in a different direction. Sometimes you have enough ideas to give you momentum to reach the end, and sometimes you get stuck halfway through. Smiley recalls how she dealt with a challenging time writing a story: “Rather than planning and working out in advance, as I had done with most of my earlier novels, I willingly entered a zone of randomness.”10 

			Making your characters do something unexpected by writing a scene you hadn’t planned is one way to work around a creative block. These scenes aren’t always amazing, and you may cut it later. But sometimes just seeing your characters having an unplanned experience can give you insights into how to use their attributes to keep your story going. 

			Writing a work of fiction is not a linear process. As Smiley describes in one experience: “One day I waited for inspiration, got some, went off in a completely new direction, then had second thoughts the next day and tried something new.”11 Often an author will have to try a variety of options for a particular scene in order to determine the best way forward.

			When you begin a novel, where you start is often not where you end up. You may have certain ideas going into it, but your research demonstrates you’ve made some erroneous assumptions, and you have to change your plot or your setting. Or a character turns out to be more interesting than you imagined, and they end up carving out a bigger role for themselves. 

			In Smiley’s description of the novel-writing process, she makes it clear that there are very few universals. “Some novelists write by obligation, others by desire. These are questions of temperament. There is no intrinsically better way, since the only standard of achievement to begin with (and for quite a long time) is the accumulation of pages.”12 Which brings up another important point with regard to the value of randomness in novel writing: authors are by no means universal themselves. The experiences, desires, assumptions, and goals of those telling the stories are just as varied as the stories themselves.

			In exploring the history of the novel, Smiley looks at the works of Daniel Defoe, like Robinson Crusoe, and says, “Defoe’s nonconformist religious training gave him a sense of sympathetic connection with subjects not previously given serious literary treatment—prostitutes, servants, criminals, working men and women, courtesans, adventurers of all stripes.”13 And Defoe is but one example. We can imagine that all novelists draw on their own lives for inspiration, and their particular backgrounds determine what they see in the world around them. The unique intersection of experience and temperament, combined with the unpredictability of how one feels at any given moment when writing, means that it is very hard to trace a line of cause and effect in the writing of a story.

			Even with an interesting story developing in the brain, with plot points and characters pushing to get out and onto the page, sometimes authors get stuck. Instead of waiting to get unstuck as if by magic, the better solution is to add an element of randomness and see where it takes you.

			Smiley advises as a remedy “to find out more—read more, travel to the spot where your novel is set and spend a few days there, ask questions, look for original documents, engage your senses to gain more knowledge of what you are writing about. If you are bored with your subject, it is fatal to try to think your way out of it.”14 Instead you must experience your way out of it. If you are stuck, it means that everything you currently think cannot help you. You must get out into the world and experience the serendipity of stumbling into new things. One of these new things will help you continue your story, and you have no way of knowing in advance which thing it will be. So get out there and see what you run into.

			Although it’s impossible to know for sure, it seems unlikely that all great novels haven’t benefited from their author’s exposure to a random event. Why? Great novels aren’t a formula. You cannot copy exactly what others have done and achieve the same results. 

			Perhaps most importantly, there is no precise definition of what makes a novel great anyway. As Smiley explains to a novelist as they begin their creation, “As you aim for perfection, don’t forget that there is no perfect novel, that because every novel is built out of specifics, every novel offers some pleasures but does not offer some others, and while you can try to achieve as many pleasures as possible, some cancel out others.”15 A particular novel cannot be all things to all people.

			One of the greatest and most frustrating elements of creativity is its imprecision. One can neither master creativity nor be creative all the time. When you are stuck while pursuing the nebulous task of trying to achieve creative output, introducing an element or two of randomness can help you make new connections to move past the block you are pushing against.

			Two perspectives on randomness

			To understand true randomness, we need to distinguish it from pseudorandomness.

			Pseudorandomness is the appearance of randomness due to our inability to predict or detect a pattern although there are underlying causal influences. 

			True randomness is different. It is still coupled with probability distributions but is completely detached from any causal factor, meaning there’s no explanation that we could apply to even approximately guess a more or less likely outcome for the next trial.

			Our tendency to create a narrative to order and organize the world makes us predictable. We are also highly suggestible, remembering the most recent things we were exposed to. Thus humans often behave in a pseudorandom manner, a fact that can be exploited.

			Professional magicians exploit our availability bias and narrative tendencies in some of their tricks. If you’re asked to think of a random number or pick out a random card from a pack, you might not realize there is an order to your choices. Your choice is not truly random, merely pseudorandom.

			Chananel Mifelew, better known by his stage name Chan Canasta*, became famous for his magic tricks in the 1950s and ’60s. His tricks were typically simple, performed using little more than a pack of cards or a book, but with a flair that earned him the nickname “a remarkable man.” Canasta’s tricks had an experimental air, as they tended to rely on taking chances. It was not unusual for them to go wrong during live performances. 

			Yet failures only highlighted Canasta’s lack of trickery. Sometimes he took wild chances if he believed it was worth the risk. In one trick, Canasta asked a panel to each come up with a random word, then combine them into a sentence that he would predict in advance. Canasta was completely wrong, but he explained that it was worth trying. The chance of him getting it right was higher than you might imagine because of the way we misunderstand pseudorandomness as randomness. When someone picks a “random” word, the chances of them picking any particular word in the dictionary are not equal. In reality, certain words are much more likely to come up than others. 

			Unlike many modern magicians, Canasta didn’t pretend he was performing magic. Instead he took advantage of his impressive memory and his ability to give the impression of randomness.16 For instance, in one trick, he would ask a volunteer to pick three random cards from a pack, then place each in a different pocket, again at random. He was able to subtly influence which cards they took and where they placed them. But the volunteer felt it was random and was unaware of his influence. Even if it didn’t always work perfectly, it was impressive when it did.17 

			Canasta went on to inspire other mind readers who took advantage of the same psychological trick—making people think their choices were random when they were pseudorandom. 

			When we’re asked to make a random choice, especially if we’re under pressure, we tend to fall into certain patterns.18 Asked to name a random vegetable, most people say carrot. After George Bush declared his hatred of broccoli, that briefly became the more popular choice. Asked to name a shape, mentalist Banachek* writes that most people will opt for a square. For a flower, they will usually say a rose. For a number between one and five, most will name three, and for one to ten, the usual choice is seven. The typical “random” color people name is blue, and the piece of furniture is a chair.19 Performed with enough flair, simple tricks like this can seem like mind reading. It works because we don’t recognize we’re not making random choices. 

			Our inability to predict in Canasta’s type of magic tricks comes from seeing only one instance of the trick instead of seeing hundreds. The magician takes advantage of the seeming randomness of a single trial, while few people would think it was purely random if they watched it performed a thousand times with different audiences. That’s because it’s not truly random; it’s only pseudorandom.

			Generating randomness is hard. Ask someone to give you a string of random numbers, and they’ll end up following a form of order. Generating genuine disorder for things like data encryption requires unpredictable physical processes, like radioactive decay, atmospheric noise, and the movement of lava lamps.20 When generating true randomness is essential, we have to find a method that overrides the way our brains work. One way that people throughout history have achieved this is through divination rituals that provide random data. Although people attributed success of these practices to magic or divine wisdom, that’s not why they worked. Rather, despite the narrative of divination, the rituals generated truly random results that were far more useful than the pseudorandom data our brains often generate.

			The Naskapi foragers in Labrador, Canada, needed a way to come up with hunting paths at random so the caribou wouldn’t learn to anticipate their routes and avoid them.21 They achieved this through a ritual involving heating the shoulder bone of a caribou over hot coals until the surface was covered in cracks. Then they used the cracks as a map to tell them where to hunt. Beaver pelvises, skinned otters, and fish jaws also served similar purposes.22 Although they saw it as a form of divination, it worked by giving them hunting routes more random than any human could manage. 

			True randomness is detached from any causal factor, which is why no one could predict where the next hunting area was going to be before the bones were heated.

			Conclusion

			Randomness as a model reminds us that sometimes our pattern-seeking, narrative-building tendencies can be unproductive. Using randomness as a tool can help us get a fresh perspective and lift us out of the ruts we have built. It also gives us an appreciation of the value that the unpredictable or the unexpected can sometimes have.

		





			Supporting Idea:
			Pareto Principle
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			In 1906, the Italian polymath Vilfredo Pareto was researching wealth distribution in Italy. He noticed that 20% of the population owned 80% of the land and of the wealth. He is also said to have observed the same distribution in the pea plants he grew, wherein 20% of plants produced 80% of the peas. In the 1940s, quality control consultant and engineer Joseph M. Juran noted that 80% of manufacturing defects are the result of 20% of production issues. Juran applied Pareto’s name to the principle he defined as a result: In systems, 80% of outputs are typically the result of 20% of inputs. The other 20% of outputs are the result of the remaining 80% of inputs.

			We can apply the Pareto principle to numerous areas where this type of distribution holds roughly true: 20% of researchers in a field produce 80% of published research; 20% of words in a language are used 80% of the time; 20% of the population uses 80% of health care resources and public services; 20% of a company’s customers create 80% of its profits. We often generate 80% of our personal results from 20% of our efforts. Of course, such distributions tend to be approximate, not precise. The Pareto principle is a rule of thumb, not a law of nature. However, the true split is often surprisingly close to 80/20. 

			Inputs and outputs are not evenly distributed. Not all inputs lead to the same sort of output. Not all the time you put into a project will be equally productive. Not all the money you put into a retirement fund will have the same impact on the final amount. Not all of the employees in a company will be responsible for the same amount of its annual profits. Knowing this can teach us where to focus time and energy. If a company knows 80% of users of a piece of software will only ever touch 20% of its features, they know to make those as effective and user-friendly as possible.

			« That is all there is to the 80/20 rule. We tend to assume that all items on a list are equally important, but usually, just a few of them are more important than all the others put together. »

			Hans Rosling1
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Regression to the Mean 



			When we have success in life, we are often faced with a challenge. Successes are great, and no doubt we want to repeat them, but we have to consider how much of our initial success was skill and how much was luck. Did we succeed mostly on our own merit, thanks to preparation and hard work? Or was our success on account of a massive stroke of luck, such as our competitors making poor choices? If we had faced stronger competition, would we have had more average results? The model of regression to the mean is a tool to understand where individual experiences fit on the spectrum of possibility.

			« When the gods intend to make a man pay for his crimes, they generally allow him to enjoy moments of success and a long period of impunity, so that he may feel his reverse of fortune, when it eventually comes, all the more keenly. »

			Julius Caesar1

			Luck is random. So outlier results with a luck component are probably followed by more moderate ones. This is regression to the mean: when data far above or below the mean is more likely to be followed by data close to it. Outlier results in situations like exam scores tend to normalize if measured multiple times as we perform to what is average for us over multiple iterations. Where luck is a factor, some successes and failures always come down to randomness. 

			The statistician Francis Galton* identified the concept of regression to the mean in the late 19th century while comparing the heights of parents and their children. He found that unusually tall or short parents tended to have children of a more average height. It was as if nature were trying to maintain an average height by returning to the average after outlier results.2 

			The same is true for other phenomena we experience in our lives. Extreme events and results tend to be balanced out. Extraordinary successes are often followed by average results as we perform to our true capabilities. From a single result, we can’t distinguish luck and skill. An athlete who bombs one competition will likely perform at their regular skill level in the next one. A warm day in the winter might be followed by an average cold one. You will make both profitable and poor investment decisions, with most generating average returns corresponding to your knowledge and experience. 

			Failure or success is usually followed by a result closer to the mean, not the other extreme.

			« The larger the influence of luck in producing an extreme event, the less likely the luck will repeat itself in multiple events. »

			Wikipedia3 

			Regression to the mean is beneficial for differentiating between luck and skill. As you progress through any venture, be it investing in stocks, reading minds, or growing vegetables, it is inevitable you will have both good and bad luck. With repeated iterations, results will converge more toward your true ability level. It’s unwise to place too much emphasis on the initial few outcomes because they’re unlikely to be truly representative. Beginner’s luck is a real thing, because beginners who fail spectacularly are less inclined to continue. 

			A further lesson from regression to the mean is that if you keep trying something, most of your results will be average, but with repetition you might get an exceptional outlier. For example, if you write a blog post every week for years, most will get roughly the same number of readers, yet you might end up writing one that attracts a lot of attention. Your skill will have improved, and you’ll have more chances for luck to play a role too. Just as one extreme result is not always the start of a new pattern, lots of average results do not preclude the occasional big success. 

			— Sidebar: The Sports Illustrated Curse

		





			The Sports Illustrated Curse

			Athletes refer to the “Sports Illustrated curse,” wherein those who appear on the cover of the magazine experience a sudden decline in their performance afterward. Regression to the mean offers an explanation. Athletes featured tend to be at the very top of their game—something that is partly due to skill and partly due to luck. From there, they’re most likely to regress to the mean and return to more average performance.1

			An athlete who reaches the level of success necessary to appear on the magazine’s cover probably has nowhere to go but down. It’s usually outlier success that gets athletes on the cover of magazines, and outlier success always has a component of unreliable good luck to it. An athlete will probably regress to their mean in the next season, while someone else will have some lucky success. 

			Serious injuries bring an end to many athletic careers. Again, the more times someone plays a sport, the more opportunities they have to sustain an injury. Age-related wear and tear from doing something so physically demanding further compounds the role of bad luck. Just as good luck might lead an athlete to do exceptionally well one season, bad luck may lead them to break a bone the next. In baseball, players who win the Cy Young Award for pitching tend to later experience a downward turn for the same reason.2

			The best way to assess someone’s abilities is to consider their track record, not their greatest achievements. An extreme result is not necessarily the start of a new trend; we need a larger sample size to make an accurate assessment. While an athlete achieving something incredible during one season or game is for sure impressive, it doesn’t mean they’ll keep performing like that forever. 

			The same is true in our lives outside of the sports world, and for both positive and negative events. After having a bad experience in a job at a company with terrible culture, the company you work at next is likely to have a more normal, reasonable culture. After being in an amazing relationship, you might find that your next one is less extraordinary. The key is to recognize when luck is a factor. Whether things are going better than normal or worse than normal, they may well not continue that way. Life has its ups and downs, but most of the time you’ll find yourself somewhere around the mean.

		

			The Ford Edsel was just a car

			Not every effort we make is going to produce rare and spectacular results. There’s always an average. So often we put so much pressure on ourselves to knock it out of the park all the time that average results can seem like failures. Regression to the mean is a useful model for helping us put our averages in perspective. We have some influence over what our personal average is. We can work hard to get that mean comparatively high. But we will always have an average and cannot expect outlier success all the time. Appreciating the average is one way to consider the story of the Ford Edsel.

			In 1957, 16-year-old Don Mazzella skipped class for a rather unusual reason. He wasn’t off to smoke cigarettes in the local park or meet a girlfriend. Mazzella and a couple of friends were sneaking off to see a car.4 They didn’t plan to buy or joyride it. They just wanted to know what it looked like.

			Why were they so excited about this particular car? The vehicle in question was the Edsel, launched dramatically by Ford on what the company dubbed “E-day.” Named after Henry Ford’s son, it might well have been the most hyped product released during the 1950s. 

			Everyone knew about the Edsel before its release; no one knew what it looked like. Ford preceded its release with a lavish two-year advertising campaign. Its name was everywhere, but none of the adverts depicted the car itself.5 Aiming to build anticipation by shrouding the vehicle in mystery, they only showed small details or unrelated images accompanied by bold claims. 

			Ford made big promises about the Edsel. They said it was to be the greatest car ever made. Cars were a huge deal for Americans in the 1950s. In the postwar era, owning one went from being a luxury to something attainable for the average person. Mainstream car ownership literally changed the landscape of America with the construction of motorways and surrounding infrastructure like gas stations and motels. People took pride in their vehicles, viewing them as the linchpin of a new form of freedom and prosperity. So the Edsel captured their imagination, and the notion of it being something revolutionary seemed plausible. If cars had already changed the country, why couldn’t a new car model prove transformative again?

			Millions were spent on the Edsel’s advertising. Ford’s initial idea was to make a strategic move into the new market for medium-priced cars, which their main competitors dominated at the time. Following the wild success of the Ford Thunderbird a couple of years earlier, Ford management were confident they couldn’t fail with the Edsel. If the Thunderbird had sold so well, surely the Edsel could only sell better with a bigger advertising budget.6 They already had the brand name and the trust of consumers. 

			There was a queue at the local showroom to see the Edsel. Mazzella and his friends waited in line to peek around a corner. As soon as their eyes fell on the Edsel, they went through the same realization as the rest of America. The Edsel was just a car. For many who saw it, it wasn’t a particularly attractive one at that. Its huge, vertical front grille looked odd and distorted, like a grimacing mouth.7 The excitement bubble popped. Americans viewed the Edsel as a disappointment and didn’t buy it in anywhere near the expected numbers.

			Part of the problem was that the Edsel was so overhyped, it could only ever fall short. Too much advertising drummed up so much excitement that it made the car seem worse than it was in comparison to people’s expectations. In addition, its launch wasn’t flawless. Early vehicles had some technical issues that, though minor, tarnished its image. When Ford hadn’t managed to invent something truly revolutionary, they settled for marketing the Edsel as something it wasn’t.

			Within two years, Ford stopped selling the Edsel.8 Some—possibly exaggerated—estimates put the total losses at $2 billion in today’s money. Ford had tried to make it more desirable than it was through advertising. They ended up making it less desirable. As David Gartman writes in Auto-Opium: A Social History of American Automobile Design, “The Edsel was indeed different, but it protested its novelty so loudly that its exhortations rang hollow.”9 

			Thomas E. Bonsall, writing in Disaster in Dearborn: The Story of the Edsel, takes a similar view: “People are mesmerized by the mighty brought low.…The Titanic became a modern morality play. Man has reached too far, gotten too arrogant, and had, inevitably, been given a comeuppance. So it was with the Edsel.”10 People reveled in the schadenfreude of seeing Ford fail at last. (Ford didn’t stay down for long, following up the Edsel with the Mustang in 1964.)

			Many car models have failed over the decades, many in an even more spectacular fashion than the Edsel. Yet it remains the most famous car failure of all. In an ironic twist, today surviving Edsels are worth a great deal due to small production numbers. Failure made Edsels more popular among collectors of 1950s vehicles, some of whom delight in the almost comically distorted front grille. 

			The story of the Edsel is complicated. There wasn’t one reason for its failure. There is no doubt that the prerelease hype caused consumer expectations to be high. And the higher expectations are, the harder it is to fill them. But there were also issues within the Ford Motor Company during the development of the Edsel that contributed to many poor decisions. 

			One way to understand the enduring fascination with the story of the Edsel is through the lens of regression to the mean. Businesses are under constant pressure to have every release achieve a new level of success. But sometimes new products are just average. Ford had spectacular success with the Thunderbird before the Edsel and the Mustang after. When judged against those vehicles, the Edsel seems like a massive failure. It wasn’t really, though. It ran okay. Some people liked it. It was just an average car useful for a mother taking her kids to baseball practice or an insurance salesman headed to work.

			When you look at the spectrum of cars produced by Ford over time, some sold amazingly and others hardly registered, with everything else falling in the range in between. The more cars the company releases, the more it is statistically likely that some will be average sellers. The problem for the Edsel was the investment made in the marketing suggested brilliance. When the result turned out to be average, the disappointment was in the contrast.

			Fighting back

			Throughout history, extreme and unusual events have often been followed by more average ones. The highlights are what we study, with the many more mundane occurrences not even recorded. Regression to the mean is thus an interesting lens to use to look at historical change, because it suggests that we be cautious about making assumptions about the future based on the immediate past. 

			History is far too complicated to use a simple statistical concept to try to demonstrate a decisive pattern in complex and often random interactions. Rather, using regression to the mean as a model helps you put extremes of success and failure into perspective. An extreme event is not necessarily the start of a new trend. Dramatic events do not always change what follows them. 

			The Trung sisters*, Trung Trac and Trung Nhi, were born in rural Vietnam. While we don’t know exactly when they were born or died, they are best known for their activities between 39 and 43 CE, when they earned a lasting legacy as Vietnamese national heroes. As daughters of a lord at a time when women in their country enjoyed unusual freedom, they experienced a relatively privileged upbringing.11 Vietnamese women were able to inherit property and take on political, legal, commercial, and military roles. By some accounts, Vietnam at the time may even have been a matriarchy, although this may be an exaggeration to highlight the contrast with patriarchal China.12 

			At the time, Vietnam had been under Han Chinese rule since 111 BCE—a period of control that would last over a thousand years, with just a few intermissions of independence. The Chinese attempted to enforce their way of life based on Confucian philosophy, alongside other unpopular measures like harsh taxation. In 39 CE, Thi Sach, lord of Chau Dien and Trung Trac’s husband, protested against the rising taxes and was executed as a result. Rather than going into mourning as expected, Trung Trac turned her anger and grief into fuel. Together with her sister, she rallied an army of 80,000 consisting mostly of ordinary Vietnamese people without training or much equipment. They assigned mostly women as generals and are often depicted riding elephants into battle. 

			According to legend, Trung Trac killed a man-eating tiger and wrote her intentions on its skin. Then their army fought back against the Chinese. Another legend tells of a soldier who went into battle nine months pregnant, gave birth on the field, then strapped her baby to her back and continued fighting. While the story is not altogether plausible, it says a lot about how the army was viewed.13 Their attack was so unexpected that they succeeded in pushing the Chinese from 65 cities and establishing an independent state. 

			For three years the sisters ruled together and helped restore fairer conditions for the Vietnamese people—including doing away with the heavy taxes that led to their rebellion. In addition they revived aspects of Vietnamese culture the Chinese had replaced with their own, such as the traditional language and literature. However, their rebellion proved to be an outlier. The Chinese were initially taken by surprise, so part of the sisters’ success was due to the poor preparation of the Chinese. Because they were still far more powerful, the Chinese rebounded quickly. Their next efforts against the Vietnamese were more in line with the Chinese mean for military capability. 

			In 43 CE, the Chinese took back full control of the country and violently punished the rebels. In addition to slaughtering supporters of the Trung sisters, they sought to override Vietnamese culture with their own. Devastated by the loss and seeing no hope, the sisters are said to have leapt into a river together. Their army didn’t have the strength to hold off the Chinese long term. China would ultimately control Vietnam for nearly a thousand years, but by some accounts, Vietnam wouldn’t still exist as a country without the Trung sisters. Today they’re commemorated throughout Vietnam and remain a source of inspiration.14 

			« All the male heroes bowed their heads in submission / Only the two sisters proudly stood up to avenge the country. »

			15th-century Vietnamese poem15

			Using regression to the mean as a metaphorical lens, rather than pure math, can provide the insight that great, unusual success isn’t usually followed by more of the same. The actions of the Trung sisters were outliers in their time. What they accomplished was not the start of a new standard. When you are new to something, it’s a good idea to try to ascertain where the mean lies so you know if your early results are representative or not. 

			Conclusion

			Regression to the mean is a great lens through which to look at the world because it helps you put success and failure into context. We all have an average. When luck is a factor, instead of trying to replicate an unusual success or giving up after an exceptional failure, we can instead try to find the mean and build from there. 
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Multiplying by Zero 



			This mental model is useful for teaching us to look for the zero—the weak part of any system that threatens to bring the whole thing down. Any number multiplied by zero equals zero. This is basic math we all learn early in life. Within a multiplicative system, there is no point in optimizing the other components if we ignore the zero. It’s always worth investing effort in the weakest part because nothing else can compensate for it. It doesn’t matter if you multiply zero by 100 or 285,490,940, you still get the same outcome.

			As commonplace as zero might seem now, it’s extremely easy to forget it is a remarkable number. Without it much of modern mathematics would be impossible. Early numerical systems couldn’t progress further without a means of representing nothing—a number that you can multiply by another number and still get nothing. 

			« Multiplication by zero destroys information. This means there cannot be a reverse process. Some activities are so destructive they cannot be undone. »

			Paul Lockhart1

			It doesn’t matter if you have two zeros or five billion zeros. See, in multiplicative systems each number says something about the properties of the other numbers in that system. For example, 2 x 3 says of the number 2 that there are 3 of them (2+2+2), and of the number 3 that there are 2 of them (3+3). It follows that 2 x 0 says of the 2 that there are none of them, and of the zero, that there are 2 of them. No twos is nothing. Two zeros is also nothing. So in a multiplicative system with a zero, you will always have a total of zero. No matter how many zeros you add together, they will always add up to zero. And the rest of the numbers in that system are effectively nothing.

			The principle of multiplying by zero applies outside of math. Any multiplicative system is only as strong as its weakest link. A zero in a system has the power to negate everything that comes before it. For instance, in a competent, well-organized team, one unmotivated person who complains nonstop can bring everyone else down. A company might have strong branding, a large user base, and a useful product, but a CEO who publicly makes racist comments has a good chance of canceling all that out. You might have a fancy security system in your house, but it’s useless if you leave the front door open. 

			The value of this mental model is in learning to identify where the zero might be, how to avoid introducing one, or how to transform an existing one. Imagine you’re trying to design an ideal dining experience for customers of a restaurant. What would create a zero for you as a customer? You go to a restaurant to eat. The most important component of the restaurant system for the customer is good food. Beautiful decor, attentive service, good atmosphere—none of these will compensate for tomato-soup pasta sauce or fish that has gone off. This restaurant could serve the water in gold glasses and be located in a charming French château, but if the food is tasteless and unimaginative, you will never go back. Bad food is the zero of the restaurant’s system. Great food can compensate for slow service. But the sexiest, most attentive waiter will not make up for undercooked chicken. 

			East German technology theft

			We all work in systems. Whether they’re large or small organizations employing thousands of people or just one, we spend most of our time trying to make our systems better. Many of the decisions we make at work are about improving our system, whatever that means for us: higher sales, more flexibility, better outcomes for our clients. Deciding where to invest, what to research, how to develop ourselves and others—these can be done by evaluating the strength of the components of our system.

			Work environments are multiplicative systems. Whether you work for the government, a local brewery, a high-tech multinational, or as a freelance artist, the properties of each component of your system interact in the whole. Understanding sales means understanding marketing, which necessitates a firm grasp of R&D, which in turn draws from finance. If any one of these isn’t working, there will be a negative impact on the rest of the system.

			Therefore, you have to be able to identify if there are any zeros in your system—a part of the system that isn’t producing at all. Putting time, effort, and resources into the other elements of a system will produce no results if any part of the system is a zero. Having a zero in a multiplicative system creates a mirage. You see all these other big numbers and think they are strong enough to compensate for this zero, but they aren’t. 

			A great example of ignoring a zero is the East German quest to build a computer at the end of the Cold War. In the 1970s and ’80s, the computer was seen, understandably, as an important technology, a critical element in the ongoing technological development race between East and West. The East Germans had a goal, which was, as Kristie Macrakis explains in Seduced by Secrets, “nothing less than constructing an indigenous self-sufficient computer industry.”2 

			However, they were nowhere near developing computer technology for themselves. Decades into a social experiment that eventually proved untenable, they had created a system that punished creativity, innovation, and collaboration. It was hardly ideal for developing a computer industry. 

			In addition, because of the political climate, the East Germans couldn’t partner with Western technology companies to build their computer industry either. By the late 1970s, most Western technology was under embargo; it could not be sold or distributed to Eastern Bloc countries. 

			The East German solution was to steal what they wanted. Carried out by the Ministry for State Security, commonly referred to as the Stasi, East Germany proceeded as they had for much of the Cold War. Using their networks of agents, Stasi officials worked around the embargo and proceeded to steal the information and technology required to build computers. They obtained everything from blueprints to hardware and reverse-engineered the technology in order to build it themselves. The East Germans spent billions of marks on theft, illegal smuggling, and espionage.3 

			In one example, “rather than conducting its own research and development work, East Germany would import the know-how and production facilities of a complete factory to produce 20 to 30 million 256K RAM circuits yearly.”4 “Import” here meant paying far more than the market price to try to bring in embargoed technology through elaborate illegal routes. This factory never came to pass.

			Overall the attempt to build a computer industry in East Germany was a complete failure. Why? Because they didn’t develop anything on their own. They didn’t let their scientists travel to participate in research efforts or to obtain knowledge to build the desired technology in-house. Their whole computer industry was to be built on a foundation of theft. Money that could have been spent on research and development was instead poured into elaborate schemes to bring in embargoed technology. As Macrakis sums up, “That was the main contradiction the Stasi presents us with: On the one hand, they vigorously supported state programs by acquiring the needed embargoes or secret technology. On the other hand, security concerns made them work against their own interests by restricting the needed international travel of scientists and by imposing other harmful security measures.”5 Consequently, despite years of trying, the East Germans never met their technology production goals.

			We can understand their failure by considering that innovation does not just happen out of thin air. The history of invention shows us that smart people fail dozens of times before they succeed. They build on the failures of others by testing their own hypothesis, tinkering and refining, and learning a remarkable amount in the process. They learn not only how to make things work but why those things work in the first place. Therefore, when things go wrong, they have a deep store of earned knowledge to draw on. They can troubleshoot, adapt, and ultimately improve.

			The East Germans had none of the knowledge that is earned in development and failure. “Even with their highly perfected espionage system and seasoned embargo smuggling operations, East Germany forgot one thing: A scientific establishment based on pirated and cloned technology can never be a leader.” Because they didn’t develop the knowledge themselves, they were not able to troubleshoot, adapt, and most importantly innovate. Macrakis says that “often machinery did not work when it arrived. Because it was acquired illegally, calling a service repairman was a problem. Sometimes only bits and pieces of information were available, when the whole puzzle was needed intact. But more fundamental problems arose because of secrecy. The [Stasi’s] cult of secrecy clashed with the scientific ethos of openness.”6

			The lack of collaboration and knowledge gained from experience was their zero, the part of their system that reduced the rest of it to nothing. More spies, more theft, and more money were thrown at the problem, but increasing the value of the rest of the properties in a multiplicative system does nothing if that system contains a zero.

			How do you find the zeros in your system? Zeros don’t hide. In fact, they are usually quite obvious when you draw your perspective back, allowing you to see your system as a whole. They are usually what we deliberately ignore, naively hoping that they will “fix themselves” or that someone might come along who can magic a solution. Zeros are persistent, structural flaws that intimidate us. If we avoid them, this is when we fall prey to snake oil salesmen who promise they have an easy (and often expensive) solution based on the latest technology/psychology/accidental success of someone else.

			Changing a zero to a one is not going to happen overnight. But for all required components, all zeros can be turned into ones. In trying to build the computer, what the Stasi were missing was at least one person who had earned the knowledge required for the endeavor, someone who had studied, apprenticed, or worked beside others who knew what they were doing. Why didn’t they have that one person? 

			They didn’t have that one person because they hadn’t created a culture that would allow someone like that to exist. Inventors ask questions, explore options, and challenge the status quo. These were all behaviors that were not encouraged in Cold War East Germany. For the Stasi to have turned their zero into a one, they would have had to modify their culture to support innovation. They would have had to build a team or an organization that would support the development of the creative people they needed. In effect, they would have produced more than one person to solve their problem. And this is the magic of changing your zero into a one. The result is a capitalization of all the other strong numbers you have in place.

			It is hard. For the Stasi to implement structural changes of this sort would have amounted to an acknowledgment of the failures of their particular brand of socialism. It’s understandable that they didn’t own this and instead threw money at the other components of their system.

			However, most people understand that success is complex and has many contributing factors. There is no one secret to a good marriage or a profitable business. These systems have many components, all of which have to be working to some degree of efficiency to achieve success. But critically it can often be just one thing that determines failure. If one essential component of the system is neglected, then the whole thing breaks down.

			— Sidebar: Crop Diversity

		





			Crop Diversity

			When the consequences of failure are high, it’s important to do everything you can to avoid multiplying by zero and negating your prior efforts. One place where this is apparent is in agriculture, where maintaining crop diversity is vital. 

			Crop diversity refers to the practice of using a variety of types of plants in agriculture, both in terms of different species of the same plant as well as variations within species. It applies to individual farmers, to communities, to nations, and to the world as a whole. Crop diversity is also relevant both in terms of the plants we are currently growing and those we have the capacity to grow, as well as referring both to domesticated and wild strains. Being dependent on a single crop is a bad idea because something could go wrong and leave you with no harvest, such as a plant disease, a parasite, or unfavorable weather conditions. For a subsistence farmer, that means having nothing to eat. On a larger scale, if most people in the world eat the same thing, a crop failure could mean widespread hunger or even political instability. There are other risks to crop homogeneity, like soil depletion and erosion. 

			Unfortunately, crop diversity is decreasing over time as more of the world comes to depend on wheat, rice, and potatoes.1 The mental model of multiplying by zero helps illustrate the importance of not creating situations where the impact of one thing going wrong could wipe everything else out. Having crop diversity is like having multiple different equations: if one is multiplied by zero, it doesn’t negate the others.

			The Irish Potato Famine, beginning in 1845, is a classic example of the risks of lacking crop diversity. When a fungus affecting potato plants spread throughout the country, over a third of the population lacked their main food source for up to five years.2 Not only were many people dependent on potatoes alone, there was also a lack of genetic variation within the species. Propagating these vegetatively meant the plants were all clones—that is, genetically identical. When a fungus came along targeting this particular plant, all were equally susceptible. There was no genetic diversity to ensure some plants had resistance.3 

			The mental model of multiplying by zero highlights the importance of not creating excessive dependency on one thing that could fail.

		

			Transforming zeros

			Sometimes we feel like we have a zero in our personal equations: a characteristic, quality, or condition that serves to undermine our efforts in other areas. It can be frustrating when we work hard to develop skills and capabilities only to feel like they are negated by just one part of who we are. This feeling is common for stutterers. Sometimes it can seem like their struggle to verbalize words reduces the perception of the value of their knowledge and experience. In overcoming the limits that stuttering may place on them, many stutterers have found varied techniques and treatments to effectively manage their stuttering. Dealing with a stutter is often not just about addressing the condition itself but about overcoming the sense of inadequacy other people place on those who stutter early in life. There are many fascinating stories of the various ways people have turned their perceived zero of stuttering, and all its often-negative consequences, into a one. 

			Stuttering is defined as “a speech disorder that involves frequent and significant problems with normal fluency and flow of speech.”7 Stutterers may repeat words or syllables, or have a hard time articulating certain sounds. One of the major frustrations for stutterers is that their difficulty in speaking is not representative at all of what is going on in their head or of their intelligence. They know what they want to say. It is the disconnect between having an idea and being able to express it in the course of conventional conversation that causes issues. There is nothing intrinsically wrong with stuttering. It’s just a different way of talking and therefore harder for other people to understand. 

			For many stutterers the physical condition has further consequences. It can lead to poor self-esteem and increased anxiety as everyday situations become huge challenges due to the judgment of other people. The Mayo Clinic says, “Stuttering may be worse when the person is excited, tired, or under stress, or when feeling self-conscious, hurried, or pressured. Situations such as speaking in front of a group or talking on the phone can be particularly difficult for people who stutter.”8 Daily interactions that most of us don’t even register can become ongoing sources of stress and tension for stutterers, which can lead them to avoid needed social interaction and relationships.

			There is no cure for stuttering. It is a condition that can be greatly improved by speech therapy and other types of therapy, such as cognitive behavioral. But stuttering never goes away completely and thus must always be managed.

			One result of stuttering is often the feeling that, regardless of the effort you put into other areas of your life, the condition negates them all. No matter how much you know, how witty you are, or how much wisdom you’ve gained from your experiences, the struggle to verbally articulate negates the value of anything you have to say.

			Stuttering affects millions of people. What many find surprising is the list of stutterers who have achieved success in very public speech roles. From James Earl Jones to King George VI of England, Carly Simon to Winston Churchill, many stutterers have found ways to effectively manage their stuttering in certain public situations.

			Marilyn Monroe* was one of the first famous people to talk openly about how stuttering affected her life. In a 1955 discussion with the American columnist Maurice Zolotow, Marilyn recalled, “I guess you could say I gave up talking for a long while. I used to be so embarrassed in school. I thought I’d die whenever a teacher called upon me. I always had the feeling of not wanting to open my mouth, that anything I said would be wrong or stupid.”9 Yet she worked through this limitation to achieve success in the film industry.

			Many actors who stutter have spoken about how the notion of taking on a role helps them step away from their speech impediment and thus help them manage it. For example, Emily Blunt* is described in an article in W Magazine as developing “a stutter so debilitating that she could barely hold a conversation, let alone elbow her way into the limelight. ‘I was a smart kid, and I had a lot to say, but I just couldn’t say it.…It would just haunt me. I never thought I’d be able to sit and talk to someone like I’m talking to you right now.’”10 Then one of her teachers at school suggested acting lessons, and it was this experience that helped her manage her stutter.

			Another fascinating thing about stuttering is that it often goes away while singing. Many stutterers find the words come much easier if they are put to sound. In his 1996 autobiography, B. B. King* wrote: 

		
			I struggle with words. Never could express myself the way I wanted. My mind fights my mouth, and thoughts get stuck in my throat. Sometimes they stay stuck for seconds or even minutes. As a child, I stuttered. What was inside couldn’t get out. I’m still not real fluent. I don’t know a lot of good words. If I were wrongfully accused of a crime, I’d have a tough time explaining my innocence. I’d stammer and stumble and choke up until the judge would throw me in jail. Words aren’t my friends. Music is. Sounds, notes, rhythms. I talk through music.11

		

			Singing also played a role in how Rubin “Hurricane” Carter* was able to, over time, effectively manage his stutter. The Stuttering Foundation has a profile on Carter, among many other stutterers, that tells us, “From an early age, Rubin Carter had to fight so much due to abuse he received because of his stuttering that he developed into a great fighter and was urged by people to consider a career as a boxer.”12 In a 2006 interview with Nicholas Ballasy on his show On the Issues, Carter said, “My first eighteen years of my life, I couldn’t talk. I stuttered very badly. So fighting became just a natural thing for me because if you are going to attack people when they laugh at you, you better damn well know how to fight or you’re gonna get your butt whooped. So that’s what got me into fighting.”13 

			In his 1974 autobiography The Sixteenth Round: From Number 1 Contender to Number 45472, which was written in prison, Carter writes openly about his stuttering. He says, “I couldn’t speak to save my life. I had always been told that as I became older, my speech would eventually straighten itself out, but it did not happen that way with me. Any effort I made to talk made my speech worse, and therefore my habit was to speak as little as possible.”14

			His speech began to change when he discovered that he didn’t stutter while singing. The Stuttering Foundation shares a summary from the book Hurricane: The Miraculous Journey of Rubin Carter by James S. Hirsch: “Carter worked hard on trying to replicate that relaxed fluidity from singing into his everyday speaking patterns. Over time he also diligently practiced cadences and forced himself to speak before groups, becoming a compelling speaker.” Relaxing while speaking and changing up the cadence of speech are two of the core practices of speech therapy, which has helped millions of stutterers gain a measure of control over their stuttering.

			Managing a stutter will not always lead to such visible success, but that isn’t the point. Too often we think of certain conditions as inherently limiting, zeros that will always render the rest of our personal equations useless. Zeros, however, can form us and challenge us to develop new skills and qualities. How some people have managed their stuttering is a great example of the power of transforming a zero. As stuttering can never be completely “cured,” it is not about getting rid of the zero. Stutterers have found many ways to shift the zero just enough to turn it into a one, thereby activating the power of the rest of their equation.

			Conclusion

			We often treat our lives as multiplicative equations. We want our skills and experience not to solve isolated problems but to increase values in many areas of our lives by multiple factors. We want to take our hard-earned knowledge and use it to support a variety of efforts. A zero in any multiplicative equation will reduce it to nothing, and so this model shows us that we have to be mindful of the zeros that will negate our other efforts. If we believe we have a zero, our most critical task is to turn it into at least a one. 
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Equivalence 



			Things do not have to be the same to be equal. Equivalence as a model helps us see that there are usually many paths to success. One of the ways equivalence is most useful as a model is when our traditional solution to a problem is no longer viable. We know we must now do things differently, yet we wish to achieve an equivalent result. It also reminds us to not focus on apparent differences but to look for the underlying equality of experiences if we want to better connect with others. 

			In math, one of the most basic equivalency concepts is “if A = B and B = C, then C = A.” We can infer that A, B, and C need not be the same; after all, they are represented by different symbols. But for the purposes of comparison in at least one aspect, they are equivalent. It is often true in mathematics that different symbols can provide an equal answer to a question.

			« The art of doing mathematics consists in finding that special case which contains all the germs of generality. »

			David Hilbert1

			The world is full of things that seem different yet are in some way equivalent. Take the case of human universals. We are, as a species, unimaginably diverse. Despite this, cultures across the world often solve the same problems in equivalent ways.2 According to anthropology professor Donald Brown, these universals include taboo language, a distinction between how people behave when they are in full control of themselves and when they are not, making promises, rules surrounding inheritance, attempts to predict and influence the weather, and bodily adornments. While these features and behaviors manifest in different ways, they have equivalent purposes across cultures.3 

			Sometimes things recur in equivalent yet different ways. Historical recurrence is the phenomenon wherein seemingly equivalent events happen more than once at varying points throughout history. It’s a cliché that history repeats itself, but the similarities can be uncanny in events like the assassinations of Lincoln and Kennedy and the invasions of Russia by both Napoleon and Hitler. People in similar situations facing similar incentives are likely to behave in similar ways. 

			« History, we know, is apt to repeat herself, and to foist very old incidents upon us with only a slight change of costume. »

			George Eliot4

			Multiple discoveries

			There’s a powerful myth surrounding scientific discoveries and inventions. We imagine a solitary genius toiling away in their laboratory or workshop, performing experiment after experiment. Then one day, lightning strikes. They shout, “Eureka!” as a new idea is born and the sum of human knowledge grows in one swoop. The idea gets named after them, they receive awards and patents, and their name goes in the history books. Should they have been felled by a falling piano a day prior, the idea may never have come into existence.

			Except invention and discovery rarely work that way in reality. Most discoveries are the product of the cumulative work of many people inching toward the conclusion. Often multiple people or teams reach an equivalent result independently at around the same time. In the past it was possible for this to occur even without them being aware of each other’s work. Steel, slingshots, and the abacus are some of the many examples of inventions and discoveries that occurred in multiple places and multiple times in history.

			« Because everything arises from steps, not leaps, most things are invented in several places simultaneously when different people walk the same path, each unaware of the others. »

			Kevin Ashton5

			None of us live in full isolation from the ideas of others or the context of our time. New discoveries are the product of broad scientific and cultural landscapes, and often of recombining existing ideas.6 We all draw upon what we are exposed to. The work of a researcher is the product of a lifetime spent absorbing the work of others.7 

			To give some of the many, many examples of simultaneous discovery, both Charles Darwin and Alfred Russel Wallace conceived of natural selection without knowledge of each other’s work. Chemist Carl Wilhelm Scheele discovered oxygen in 1772 but didn’t publicize his discovery for three years, by which point two other chemists, Joseph Priestley and Antoine Lavoisier, knew of its existence.8 Both Louis Ducos du Hauron and Charles Cros presented similar methods for color photography in the 1860s.9 Their work differed, as du Hauron used pigments and Cros favored dyes. Nettie Stevens and Edmund Beecher Wilson independently demonstrated that specialized chromosomes (X and Y) determine biological sex.10 Takaaki Kajita and Arthur B. McDonald’s research ended up sharing the 2015 Nobel Prize in Physics for demonstrating that neutrinos have mass.11 

			A misunderstanding of how invention truly works is apparent in patent law, which suggests patents should go to the inventor of something nonobvious.12 The implication is that, as its source, they deserve to profit from it. So it’s often the case that the person who profits isn’t truly the sole source of innovation. They’re one of many; they just happen to be the one who files a patent first or who gets it accepted. The components of a steam turbine were described by Taqi al-Din in 1551 in Syria, long before the first patent was awarded in England for an early steam engine in 1698.13

			The phenomenon of multiple discoveries shows us how things can be equivalent, even if not precisely identical. While they may differ in their details, the underlying principles and concepts are the same. They solve the same problem. In most cases, we only credit a well-known discovery or invention to the person who popularized it. We thus miss out on a rich understanding of the full process of innovation and often fail to hear the stories of those working outside the mainstream. In particular, female and minority scientists and inventors often have a hard time publicizing their work. Credit may go to someone else at a later date. Once a particular individual becomes well known, they’re even more likely to receive credit, even if someone else had the same idea previously. 

			— Sidebar: Madeleine Vionnet and the Bias Cut

		





			Madeleine Vionnet and the Bias Cut

			Up until the early 20th century, for many Western women corsets were part of their standard daily attire. Often containing boning, corset design evolved over the centuries to shape the female body to whatever was considered attractive at the time. Gradually corsets became less fashionable, partly driven by the restriction on material during World War I. In response to the changing trends, designer Madeleine Vionnet came up with a truly novel approach to dressmaking and demonstrated that there is more than one way to look good in clothes. “Vionnet’s unique solution was to make the movement of the body part of the movement of the remarkably fluid shapes she was working on. No more boning, no more rubber, no more elastic to give support.”1

			As most of us can verify quite easily in our homes, if you hold a square of fabric—say, cotton—at the center of its edges and pull outward in opposite directions, the material will only stretch a little. However, if you hold it at the corners and pull, the material will stretch significantly more. In 1922 Vionnet exploited this property of fabrics, called the bias cut, to stunning effect in the design and construction of clothes. 

			As J. E. Gordon describes in Structures: “She realized intuitively that there are more ways of getting a fit than by pulling on strings or straining at hooks and eyes [of corsets]. The cloth of a dress is subject to vertical tensile stresses both from its own weight and from the movements of the wearer; and if the cloth is disposed at 45 degrees to this vertical stress, one can exploit the resulting large lateral contraction so as to get a clinging effect.”2

			As explained by Colin McDowell in his online biography of Vionnet, “Starting with studying classical Greek statues, she became obsessed with the soft flattery of clothes that ‘moved like water.’ From there, she made her great step forward by cutting fabric on the bias (previously used only for collars) and, by doing so, created a completely new shape, which could be called free-form geometric. In her own words, it was ‘to free fabric from the constraints that other cuts imposed on it.’ She had found her road and, for the rest of her design life, she tackled the whole question of dress with an almost scientific rigor.”3

			The bias cut has become a staple of fashion. It looks nice, it easily clings to different body shapes, and it uses less fabric to achieve its effects. Vionnet’s bias cut demonstrated that there is more than one way to shape a silhouette in fashion.

		

			How we deal with the universal of death

			Death is a reality all humans have in common. We know our lives will one day be over, and at some point we will have to process the death of a loved one. Due to our social natures, we form strong attachments to people in our lives. Our families and friends mean a lot to us, and when they go, it hurts. The need to process the death of someone we care about is a state all of us experience. How we choose to go about that processing varies widely across cultures. Equivalence is a useful lens through which to look at the various death rituals that exist in the world because it demonstrates just how many ways there are to get the same outcome.

			Writing in Do Funerals Matter?, William G. Hoy says, “Just as death is a universal event, the desire of groups to make sense of death through ceremonies seems also to hold a universal appeal.”14 There is a wide variety of after-death practices in the world. Some are religious based, such as the Jewish custom of sitting with the body until burial or the Hindu tradition of constructing a pyre on which the deceased is cremated. Other practices are community centered, such as sharing food and drink at a gathering or parading with the deceased in a procession. Hoy continues, “Humans have an undeniable need to make sense of death; funeral rituals are created by social groups as potential scripts to achieve this end.”15

			« When Darius was king, he summoned the Greeks who were with him and asked them what price would persuade them to eat their fathers’ dead bodies. They answered that there was no price for which they would do it. Then he summoned those Indians who are called Callatiae, who eat their parents, and asked them (the Greeks being present and understanding by interpretation what was said) what would make them willing to burn their fathers at death. The Indians cried aloud, that he should not speak of so horrid an act.  »

			Herodotus, The Persian Wars 

			Losing someone you love is painful. Across all human culture, crying, anger, and fear are standard reactions. We grieve for the life that is over, and we mourn their loss from our lives. Rarely do we deal with this pain alone; the ceremonies we perform, diverse as they are, serve the function of helping us deal with a death. In “How Death Imitates Life,” James Gire explains, “In whatever form they may take within a given culture, funerals and burial rights are ways that each society tries to help the beloved with the death of a loved one.”16 Or as Colin Murray Parkes, Pittu Laungani, and Bill Young put it in Death and Bereavement across Cultures, “Times of death and bereavement are times when people need people.”17 We all have the same needs when processing the death of a loved one. There are just many different ways of meeting them.

			One further aspect of death that the accompanying ceremonies address can be thought of as the closure of the deceased’s experience of life. Parkes, Laungani, and Young conclude that “all societies see death as a transition for the person who dies.”18 The way we engage with that transition is varied, but the fact of engaging with it is pretty much ubiquitous across cultures. Hoy summarizes, “The concepts of eventual rest and reward for the dead are common in death rituals, transcending religious beliefs and cultural customs.”19

			The funeral is one such death ritual. Gire explains, “Funeral and burial rites vary significantly across cultures and are influenced by each culture’s conceptions of life and dying.”20 Some funerals are somber affairs, with everyone dressed in dark colors and voices kept to a murmur. Others are lavish and colorful. Some include singing. Others dancing. Still others incorporate stories of the deceased. And the ways in which funerals treat the body are just as varied. Some end in burial, others in cremation. Tibetan Buddhists chop human remains and leave them on a mountain to return to the elements, and South Koreans turn the ashes into colorful beads. What ties together the variety of traditions is the intent behind them: consoling the living and dealing with the dead. On the subject of the funeral, Gire concludes that “death is the final life transition. The funeral is often considered as a celebration of a rite of passage for both the deceased and the living.”21

			We all have a need to process death. The traditions and ceremonies we practice are a means of activating that process, allowing us to grieve for lost loved ones as well as have reassurance in what will happen after our passing. The lens of equivalence shows that there are many ways to meet our need. None are the same, but all are equal in the ways they help people.

			Conclusion

			Being equal doesn’t mean being the same. Different inputs can produce identical results, and there is more than one way to solve most problems. Using equivalence as a lens helps us appreciate the richness of the solution space. We can better appreciate the efforts of others who took a different path and find a common language to share information and experiences.

		





			Supporting Idea:
			Order of Magnitude

			
				[image: ]
			

			Representing very large or very small numbers can be a challenge. Our brains struggle to conceptualize them. Writing them out can be unwieldy. Primitive counting systems past and present sometimes progress from one and two to “many” because those are the figures needed for day-to-day life.1 But today we also sometimes need to handle numbers on scales that aren’t straightforward to depict. Science is essentially all about measurements. As it advances, its scale expands to include values like the weight of a cell and the size of a galaxy. 

			Orders of magnitude are a form of notation used to represent large or small numbers in a compact fashion. To say a number is an order of magnitude larger than another number is to say that it is ten times larger (a power of ten). To say it is an order of magnitude smaller means it is a tenth the size. So, 10 is an order of magnitude smaller than 100, and 1,000 is an order of magnitude larger. We write out orders of magnitude using the smallest possible power of ten. Science, mathematics, and engineering are disciplines for which this form of notation can be crucial. 

			One reason orders of magnitude are useful is that they enable us to make comparisons between numbers to give them context, such as stating how many orders of magnitude greater the weight of the Earth is than the weight of a car. We also use powers of ten when handling imprecise numbers and making estimations. 

			In our day-to-day lives, we might easily be able to imagine a group of 20 people, but what would a crowd of one million look like? We can picture $1,000 in one-dollar or one-hundred-dollar bills, but how big would a stack of a billion dollars be? If we sacrifice perfect accuracy, learning to conceptualize orders of magnitude can help us compare numbers. For instance, spending a dollar a second, it would take you just over 11 days to spend a million dollars and about 32 years to spend a billion. The difference between the two is three orders of magnitude. 

			The Richter scale is an earthquake measurement system using orders of magnitude. Created by seismologists Charles F. Richter and Beno Gutenberg, it measures the size and destructive power of earthquakes and was designed with the Southern California region in mind.2 Although other systems are in use, “the Richter scale” tends to serve as an umbrella term for any means of categorizing and comparing earthquakes by magnitude. Using orders of magnitude is a shortcut for showing the size difference between seismic events. 

			The Richter scale ascends from 0 (with negative numbers being available on more advanced seismometers) to 10. In theory it could continue higher, but there has never been a recorded earthquake measuring 10 or more. Each step on the scale means an earthquake has ten times the ground motion effect of the prior step, which in turn means it releases 32 times as much energy. The largest earthquake recorded to date occurred in Chile in 1960, reaching 9.5 on the Richter scale. Most earthquakes are at the bottom end of the scale, too small for anyone to notice or measure them. Each year there are about 1.3 million measuring between 2 and 2.9, but only one at 8 or higher.3 

			As Richter himself explained in his original paper on the topic:4 

		
			Precision in this matter was neither expected nor required. What was looked for was a method of segregating large, moderate, and small shocks, which should be based directly on instrumental indications, and thus might be freed from the uncertainties of personal estimates or the accidental circumstances of reported effects. 

		

			Comparing the destructive potential of earthquakes going up the Richter scale is one tool for understanding orders of magnitude. 
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Surface Area



			In general, we can think of surface area as the amount of something that is in contact with, or able to react to, the outside world. A teaspoon of loose sugar will dissolve much faster than a cube because the surface area is larger. As a model, surface area is about recognizing when increasing our exposure will help us and when it will cause us problems. Sometimes we want a large surface area, such as when we are trying to increase our exposure to new ideas. But large areas come with risks, so when we want to protect ourselves, shrinking our surface area might be the answer.

			In chemistry, the greater a reactant’s surface area, the faster a reaction is likely to occur, as there are more collisions between particles. So the same material in powdered form will produce a faster reaction than when in lumps. It’s easier to start a fire with many small sticks than a few logs. 

			In biology, living things evolve to have a greater or smaller surface area for achieving different aims, either on the whole or in different parts of their bodies. Our lungs and intestines have a huge surface area to increase the absorption of oxygen and nutrients. Animals living in cold regions tend to have a lower surface-area-to-volume ratio than those in warmer regions to reduce heat loss, and vice versa. When you’re cold, you probably scrunch up your body without thinking to reduce your surface area. 

			Surface area is useful when considering the amount of dependencies or assumptions something has. A program whose code has little surface area is much more likely to age well and be robust than a piece with many dependencies. The same goes for projects. If a project depends on ten teams, it’s much less likely to finish on time than one with less surface area.

			Circus schools and increasing creativity

			Sometimes, as individuals or as organizations, we have a creativity problem. We need some fresh ideas but have a hard time coming up with them. We rely on what we already know and often end up with more of the same. When we need to spur innovation, we can try increasing our surface area of exposure to new disciplines. More surface area can give us more diversity, which is sometimes what we need in order to innovate and create.

			One short period in the history of circus development provides an excellent example of why multidisciplinary learning can be so powerful. The circus has been around for a long time in various forms. Records of people juggling or doing acrobatics in a public space go back to the Middle Ages. The circus has evolved since then in response to changes in the social environment, and eventually it coalesced into the form that seems to represent the archetype: the big tent with a ringmaster, animals, clowns, and the flying trapeze. 

			Iconic circuses like Barnum & Bailey, with trains traveling around the country and setting up the big top for a few days of shows at every stop, became the definition of circus. The performers would live in the circus and raise their kids in the circus environment, and often those children would grow up to become circus performers. Duncan Wall explains in The Ordinary Acrobat that “during the eighteenth and nineteenth centuries, well after the rise of public education, circus performers continued to educate their children themselves.” This resulted in a situation where “they didn’t just learn their skills, they lived them, an intuitive experience that translated into astonishing ability.”1 From very young ages, circus performers could accomplish the amazing feats presented in a circus show.

			However, this family system led to a problem. Circus acts became predictable. They may have required great athleticism, but they were always the same. As Wall describes, “Beholden to tradition, each generation mindlessly duplicated the work of the last,” creating an artistic bubble where “technical ability continued to rise, but the art as a whole stagnated, [and] a cheap uniformity ensued.”2 

			Eventually the circus became synonymous with nostalgia and directed its marketing at children because they were the only group to whom the circus was new and exciting. Overall ticket sales went down, and the circus was well on its way to becoming history.

			How did this decline happen? One of the reasons was that, as Wall explains, “the family system defined the circus for centuries. But while it provided the source for much of the circus’s strength and allure, it also had a fundamental flaw. Ruled by families, the circus was what physicists call a closed system. Although the troupes traveled widely, they remained almost totally isolated from the outside world.”3 The surface area of the circus community was small. The borders were not around individuals but the whole unit. Interactions with anyone outside the circus were kept to a minimum. Thus there were minimal opportunities for creative reactions to occur.

			Today it’s a different story. Circuses are vibrant and diverse. Commercially, companies like Cirque du Soleil have wide appeal and earn into the billions of dollars. The shows are nothing like the traditional circus. In many, the animals have disappeared. Circuses are performed in a variety of venues, from stand-alone theaters to open-air spaces under the stars. Audiences go to see what is new and dynamic in both tricks and artistry. The creativity has exploded in the last 50 years. And one of the reasons is the increased surface area of the new circus education.

			Duncan Wall writes that “the story of how the circus finally extracted itself from [its] creative hole is, in large part, the story of the development of circus education. It begins in Russia.”4 After the Russian Revolution in 1916, many of the circus families left due to the political uncertainty. Russians, however, still wanted to go to the circus. So the Russian government, deciding that maintaining and improving the circus could improve the people, re-created the Russian circus and opened a school. 

			These actions proved momentous in the evolution of the circus. Wall explains how circus performer education was changed by the Russians: “Based largely on Russia’s famous ballet schools, the program took an interdisciplinary approach to education.” Students learned traditional techniques, but they also learned philosophy, physics, math, and chemistry to “develop their intellects” and serve as sources of inspiration.5

			Complementing this new education, the Russians took a fresh look at other aspects of the circus. “To encourage innovation, the state invited revered artists from other disciplines” to develop circus content, and “in circus ‘labs’ around the country, artists and scientists developed new circus methods and equipment.”6

			The results were incredible. “During the fifties and sixties, while the critics were lamenting the death of the circus in the West, the Soviet circus was soaring.…They developed what was known as ‘The Studio,’ a sort of circus production house, in which artists from all disciplines teamed up to devise original circus material. The work coming out of such institutions was unparalleled in artistry and professional polish.” Eventually the shows filtered out from behind the Iron Curtain. Soviet circuses toured abroad to critical acclaim and sold-out shows wherever they went. They established dozens of permanent circus theaters at home, selling a hundred million circus tickets every year.7

			The new multidisciplinary approach to circus education did not go unnoticed, and many countries started their own schools. One of the most notable is the national circus school in France. They too teach a wide variety of subjects to their students. The French school culminates with the creation of an original work, giving students experience in all facets of a production. Wall explains why when he writes, “It trained the students to create new work, not just perform work, in order to keep the circus evolving.”8 

			Therein lies the difference between the family approach that almost rendered the circus obsolete and the way circus education is taught now. Students are expected to come up with innovations to move the art in new directions. It is no longer enough to repeat what came before. Both audiences and performers expect new ideas to push the art forward. 

			Having the core of circus education be multidisciplinary is effectively increasing the surface area to promote more creative reactions, increasing the pace of innovation. When you have a narrow knowledge set to draw on, it’s harder to come up with new ideas. Exposure to different disciplines sets up circus performers to be creative in the execution of their art. Increasing our own knowledge surface area is a solution when lack of creativity or fresh ideas is a problem.

			Guerilla warfare 

			Sometimes reducing your surface area is important. Decreasing your exposure can make you less vulnerable to influence, manipulation, or attack. Designing security measures is one area where surface area needs to be as small as possible without compromising functionality.

			In internet security, surface area refers to the number of opportunities an attacker has to gain unauthorized access. Every additional entry point increases the surface area. For instance, employees who have access to important information in a company increase the surface area, as an attacker could gain control of their accounts. Or the more connection points your network has to the internet, the more attack vectors an adversary has. While perfect security is impossible, having the smallest possible surface area reduces the risk of breaches. 

			Far from being a modern concept, we can also see the application of reduced surface area for security when we consider the narrow slit windows of medieval fortifications or walled cities with only a few guarded entrances. There is a natural relationship between surface area and defense. The smaller your area of exposure to an adversary, the more you can concentrate your resources on a powerful defense of those exposure points.

			A small surface area is not only a defensive strategy but also a possible offensive one as well. Guerilla warfare is essentially the use of small attack groups against larger, more conventional standing armies. Those who engage in guerilla warfare reduce their surface area in two dimensions. First, they operate in small autonomous units, and second, they aren’t attached to occupying and holding a given territory. Both factors provide little surface area for their adversaries to attack.

			The use of guerilla warfare can be traced back to ancient times when the guerillas were nomads fighting against the rulers in a particular region. In Invisible Armies, Max Boot explains one of the advantages that small, mobile bands of attackers had: “Having no cities, crops, or other fixed targets to defend, nomads had little cause to worry about enemy attack, making them hard to deter.”9 When you aren’t defending a territory or other fixed structures, you give your adversary far fewer points of vulnerability.

			As those types of fighters evolved into more contemporary guerilla warriors, the basic principle of a reduced surface area continued to define their tactics. As Robert Greene explains in The 33 Strategies of War, “Early guerilla warriors learned the value of operating in small, dispersed bands as opposed to a concentrated army, keeping in constant motion, never forming a front, flank, or rear for the other side to hit.”10 It’s harder to attack small groups of people with no attachment to the territory they occupy.

			Guerilla warriors keep their infrastructure to a minimum, as mobility is always a factor. Although a guerilla organization has leaders, they tend to organize offensive efforts around small groups that can act independently. Guerilla warfare maintains such a small surface area because it is critical if they are to have any success. As Boot explains, “Guerilla tactics always have been the resort of the weak against the strong. That is why insurgents wage war from the shadows; if they fought in the open, they would be annihilated.”11

			Perhaps one of the most famous examples of successful guerilla warfare was that carried out under the leadership of Fidel Castro* in Cuba in the 1950s. His rebel group operated out of mobile bases in the highest mountains in Cuba and was dedicated to overthrowing the regime of Fulgencio Batista*. Their eventual success came as a result of more than just the guerilla warfare tactics they employed, but those were textbook.

			Castro started out in the mountains with only about 20 men. The United States Army Special Operation Command produced a document entitled Case Studies in Insurgency and Revolutionary Warfare: Cuba 1953–1959. The report makes it clear that Castro’s available manpower was only ever a small fraction of Batista’s: “Castro has revealed that he had only 180 men with him in April 1958” (Batista’s regime fell on January 1, 1959), and that “the two columns that were given the single biggest operation in August 1958 (by Castro) amounted to only 220 men.”12 Contrast these numbers with the thousands of trained military personnel Batista commanded, and the surface area of the Cuban rebels seems incredibly small.

			This small number of guerillas operated in tiny tactical units that, in classic guerilla warfare style, chipped away at Batista’s infrastructure. They obviously never attacked the Cuban military directly; they didn’t have the resources for that. Instead, they went after vulnerable, isolated units or relatively unguarded parts of the communications infrastructure or supply chains.

			Castro’s rebels were also mobile. They operated out of bases deep in the heart of mountainous territory that was hard to access. But they were not attached to any particular piece of territory. Thus they could easily move around, evading capture and giving their adversary minimal surface area to attack. 

			The lens of surface area demonstrates how a small one can be both a defensive and offensive strategy. One of the most famous guerilla warriors, T. E. Lawrence—who led small groups of Bedouins against the Turks, wrote foundational literature on guerilla warfare, and became famous as Lawrence of Arabia—explained the essence of the strategy thus: to become “a thing intangible, invulnerable, without front or back.”13 

			— Sidebar: When You Can’t Tell the Whole Truth

		





			When You Can’t Tell the Whole Truth

			Maps are a great example of both the dangers and opportunities of reducing a surface area. All maps present “a chosen aspect of reality.”1 When we choose which details to include in a map, we are deciding which view of the territory to present. Thus all maps show a smaller surface area than the corresponding territory they represent. We are not talking about a geographical surface area but rather a conceptual one. Maps cannot capture every point of detail in a territory, and that is not their function. By necessarily omitting some details, a map reduces the number of information points about a given area. It is this reduction that we are referring to by saying maps reduce the surface area of a territory.

			In How to Lie with Maps, Mark Monmonier explains, “A good map tells a multitude of little white lies; it suppresses truth to help the user see what needs to be seen.… But the value of a map depends on how well its generalized geometry and generalized content reflect a chosen aspect of reality.”2 

			A clear example of the need to simplify a territory in order to make a useful map is the London Underground (known as “the Tube”) map. It’s instantly recognizable, popping up on T-shirts, mugs, posters, and souvenirs. It’s been the inspiration for countless underground maps across the world. As a design, it’s beautiful and elegant. Yet part of what makes it so successful is the fact that it doesn’t represent reality. 

			The original design for the Tube map comes from Harry Beck, a humble electrical draughtsman. Lacking any relevant formal design training, Beck took his knowledge of drawing circuit diagrams and applied it to a new domain. As an outsider, he was able to approach the problem of conveying the relative locations of stations and lines in a fresh manner. Ignoring geographical accuracy, he portrayed the Tube lines as simple colored lines, with circles representing stations.3 In reality, neither is laid out in a logical manner. 

			Beck unveiled his radical design in 1933 and was met with unequivocal derision. The Underground’s publicity department couldn’t imagine commuters using it. After all, it wasn’t a map in the usual sense of the word. Beck ignored the actual scale of the city. He portrayed the distance between stations as almost exactly equal. He conveyed the Tube lines as a grid, ignoring the true way they twist and turn beneath the ground. He showed the line intersections as 45-degree angles to indicate where to change trains.

			Yet as soon as they made a trial print run of the Tube map, people fell in love with it. Harry Beck opened up the city in a new way. The first prints were snapped up by commuters, for whom the simplicity mattered far more than geographical accuracy. Despite numerous changes to the transport system, the modern map retains the spirit of Beck’s original design. 

			Seeing as a map is always a simplification, it must omit a large amount of unnecessary detail and nuance. The London Underground map excludes a number (some estimates run as high as 50) of abandoned stations that were closed due to low passenger numbers or never opened in the first place. There’s no need to include these on the general public’s map. It would just confuse people and prompt requests to visit them, which isn’t allowed. A few can be briefly glimpsed if you look out the window at the right moment.

			The tube map reduces the surface area of London to a few points of information to communicate for a single purpose. Thus, when we communicate, it might be helpful to reduce surface area to provide useful content. Monmonier writes, “The map must omit details that would confuse or distract.”4 We cannot cover everything at once.

		

			Conclusion

			The surface area model helps us identify situations where increasing our exposure would be beneficial and times when it might hurt us. It teaches us that increasing our diversity quotient can give us fresh ideas and help us innovate. The model also reminds us, however, that in many ways, the more we expose ourselves, the more vulnerable we are. Different situations require different surface areas.
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Global and Local Maxima



			The maxima and minima of a mathematical function are the largest and smallest values over its domain. Although there is one maximum value—the global maximum—there can be smaller peaks of value in a given range—the local maxima. Using global and local maxima as a model is about knowing when you have hit your peak, or if there is still potential to go higher. It reminds us that sometimes we have to go down to go back up. The model can also help us understand that to optimize and reach our peaks, we need to align the large components before we refine the details.

			« We may need to temporarily worsen our solution if we want to continue searching for improvements. »

			Brian Christian and Tom Griffiths1

			One of the characteristics of maxima is that there is an increase before and a decrease afterward. Thus, they occur at a critical point of change. 

			The algorithm that produces the global and local maxima graph is known in computer science as “hill climbing,” as Brian Christian and Tom Griffiths explain “since the search through a space of solutions, some better and some worse, is commonly thought of in terms of a landscape with hills and valleys, where your goal is to reach the highest peak.”2 We go up and down hills and valleys our entire lives as we work through challenges and develop new expertise.

			One of the challenges with climbing a hill is how to know we are climbing the highest peaks. The value of using global and local maxima as a model is that it pushes us to consider if and how we could do better. Even when things are going well, we are often just at a local maximum. In the article “Escaping Local Maxima,” Dave Rael explains that the “chasms between where we are and where we could be [are] opportunities to improve by finding ways of moving from a place where progress is flat to find a new slope to climb.”3
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The hill climbing graph looks much like our experience of life: a lot of time spent navigating between highs and lows.

		

			Getting to a new peak means change—changing what you know, changing the way you are doing things. At a local maximum, things are as good as they can get with the current structure. To get to the peak of a higher hill requires us to walk through a valley as we go back to being neophytes in some ways. Or it requires us to step back, broaden our view, and determine if we are heading in the right direction. But as we learn new skills, partner with new people, or make big jumps in our optimization, we start climbing back up to reach the next maximum.

			Navigating the hills

			The story of a new product, from conception to widespread use and high market share, is usually one of ups and downs. There are so many facets of business to learn, from production to sales to marketing, that for novice businesspeople trying to turn their great idea into a successful sales story, there are usually a few mistakes along the way. In addition, we often have to manage traversing our own peaks and valleys while trying to ensure that our current capacities don’t limit our ability to climb a higher peak. Using the lens of global and local maxima shows that often in bringing a new product to market, there are many times the owners reach a peak of success only to have to go down to a local minimum as they take on the next challenging climb.

			The story of the development of the sports bra is a great example of the hills and valleys one is likely to experience taking a product from conception to market success. In 1977 Lisa Lindahl* loved running, but she had a problem. The motion of running caused her breasts to hurt, but she didn’t want to give up on a pastime she found so physically and psychologically rewarding. So Lindahl and her friend Polly Smith* designed the first sports bra based on the requirements Lindahl noted when running, things like straps that don’t dig in, seams that don’t rub, and support that minimizes breast movement.4 Forty years later, sports bras were everywhere. Reading Lindahl’s story makes it clear that a graph of the eventual success of the sports bra looks less like a 45-degree line that just keeps climbing up and more like the hills and valleys of reaching and moving past local minimums and maximums.

			After many experiments with different designs and fabrics, Smith constructed a one-off sports bra. Lindahl wore it running, and it worked. But as anyone who has prototyped a new product knows, what you do to get the first one isn’t scalable to turning it into a business. 

			Lindahl entered into a partnership with another woman who had been around during the initial design phase, Hinda Schreiber. Together they tried to develop the sports bra prototype into a business. Calling it the Jogbra, Lindahl and Schreiber had to figure out production, sales, logistics, and marketing. Where could they source the very specific material needed? Where could they get the bras sewn? How would they bring them to market? Who would sell them? How would they let women know the product was available?

			Lindahl reflects in her memoir Unleash the Girls that “starting and running this business was always about learning, gaining information, then accruing the knowledge to apply it correctly.”5 This cycle is often filled with mistakes, as part of accruing knowledge is learning what doesn’t work as much as it is about figuring out what does. 

			Part of what makes Lindahl’s story interesting is that the development of the Jogbra company required her to work through personal local maxima and minima to reach a higher global maximum. 

			Lindahl describes how growing the Jogbra company required her to push herself out of the comfort zones of early security. She went back to college in her late twenties, despite being intimidated, because she realized that in a sense, she had maxed out atop the hill she was on. In order to go higher, she had to start climbing another hill, “challenging many old, ingrained limitations that had held [her] back in the past.”6

			Another factor that required dedicated effort to address was her epilepsy. Lindahl had epilepsy since childhood, and she writes of how it shaped her early choices and understanding of her capabilities. For instance, she was conditioned to be afraid of living alone due to the risks associated with having a seizure, and thus she chose early marriage as a result. Part of Lindahl’s attachment to running was the better connection it gave her to her own body. It was this connection that helped Lindahl not let her epilepsy stop her from looking for ways to reach her global maxima. Her epilepsy was a factor in her life, but she recounts how she often made decisions so that it wasn’t a limiting one (it became a one instead of being a zero).

			When it came to the Jogbra business, Lindahl’s description of some of the early choices she made makes it clear that she was looking at what was needed to scale the highest peak. For example, Lindahl made the decision to sell it in sporting goods stores as a piece of sports equipment instead of the more obvious choice of the lingerie section of department stores. She recounts how during the late 1970s, women in the United States were starting to get into sports in unprecedented numbers due to legislative changes that mandated equal access to athletics. And the Jogbra was the only product on the market to give women the flexibility and support needed to participate. She felt that putting the Jogbra out there as lingerie would limit its sales, especially seeing as bra sales in general were on a downward trend. It was, however, by no means obvious to the mostly male sales reps and owners of sports stores that the Jogbra was a piece of athletic equipment. She and her small team had to work hard to convince them that Jogbras for women were as essential as jockstraps for men.

			She recounts their first full year of business: 

		
			Already articles had been written about the product, about us, and there was never a lack of orders. So, yes, the perception both publicly and personally that Jogbra was a success came right away. Right. Away. And the perception was supported by some impressive numbers. We were profitable in our first full year in business and had no idea that this was unusual.7 

		

			It was an awesome start, and very quickly they hit a local maximum. The end of their first year, though, wasn’t a global maximum, and Lindahl often references the learning she had to do to keep the company growing.

			Do you go back down a hill when you learn something new? In a lot of ways, yes. If you’ve never done marketing, you’re probably going to have to be bad at marketing for a while before you get good at it. And before your company can leverage marketing to reach a new local maximum, you’re going to have to start near the bottom of the marketing hill.

			Lindahl describes the many mistakes the company made as they were developing both their product line and their brand. There were poor naming choices, awful colors, and styles that didn’t sell. She says, “In those early years, we got off track quite a bit. But we were learning. We were learning the importance of not being a one-product company.” She describes the Jogmit—mitts to wear while jogging—as a failure but the foray into a men’s line as a success. “The line evolved over time, some products came and went; some became staples. And some…some should have just stayed on the drawing board.”8 Using the lens of global and local maxima, we can see that experimentation, with its inevitable failures, is part of achieving success. Going down sometimes is a part of going up, but if you can improve, you know you haven’t reached your global maximum.

			Product failures taught the Jogbra team to be aware of their niche, and over time they got better and better at exploiting it. As the company grew, there were continued downs and ups. Expansion required new expertise—and often new capital. The partnership went through challenges. Competition increased. Eventually, as Lindahl describes, “the looming need for capital to fund our continually climbing sales growth” led to her and Schreiber selling the Jogbra company to Playtex.9 For Lindahl, this was just another hill and valley that led to her exploring other life maxima. 

			Reflecting on her experience with the invention of the sports bra and the development of the Jogbra company, Lindahl writes, “You make your plans looking upward toward you goal, only to reach it and find that what you thought was the pinnacle, the ceiling of your endeavor, was in fact only the floor of your next level.”10 

			Using the model of global and local maxima helps us remember that we often cannot reach our full potential if we aren’t willing to stretch ourselves, take risks, and fail once in a while.

			— Sidebar: Optimization

		





			Optimization

					Another use of the global and local maxima model is in optimization. It helps you know how and when to optimize, and when to avoid overoptimization.

					This is actually easier to explain if we start by talking about minima instead.1 

					Let’s suppose you want to identify the lowest point in your hometown (the point from which everywhere else is uphill). How would you go about doing this?

					One way to solve this problem could be to take a ball (let’s pick a basketball), set it down, and watch where it rolls. We expect it to roll downhill, at least if it’s on a hill, but since your town is probably pretty large and the ball is unlikely to navigate all of the routes, it’s improbable that it will stop at the absolute lowest point. Instead it might stop on the lowest point of your street—a local minima. Could we improve this?

					What if we took a giant ball, say a quarter mile in diameter. Forget for a minute the liability of such a plan and the cost of producing it. How would it roll? It could easily roll over houses with such a large size, and it’s much more likely to find something approaching the global minima, but it’ll never find the global minima itself. Why is that?

					The scale is simply too large. The true global minima probably fits underneath such a large object, which never quite gets down there. Now that we’re close, though, we could switch back to our basketball. Finally we may have found the true global minima (or at least we’re close enough—we’ve already destroyed a lot of houses in our pursuit). 

					This story tells a lesson about scale in optimization. We need to make the big changes first, before we try to optimize the details. There is just no other practical way to do it. We also need to be mindful of the directionality of the changes. The feedback mechanism of the ball rolling tells us which way to look. We’re not just randomly sampling different locations to try to predict which way will give us the greatest optimizations. The other major lesson in this thought experiment is that local minima (or maxima) act as a sort of trap. Our little basketball gets stuck too soon. Stepping back and making a bigger jump by using a bigger ball gives us a better indication of where the global minima is.

		

			Using new partnerships to optimize

			We don’t have mathematical functions to determine subjective states in our life, such as whether we’ve reached a global or local maximum on our success potential. We have to perform an analysis of events to determine if we’ve gone as far as we can within the parameters we’ve set up, or if we need to regroup and change the scale of how we’re optimizing in order to find a higher peak.

			Using the model of global and local maxima helps us identify when and how to find a higher peak. Sometimes we know we’re close and just need to fine-tune, like rolling the basketball in the sidebar example. And sometimes we need to get out the giant ball because we have the feeling we’re not in the right place at all. Changing the scale at which we are optimizing gives us perspective on where to go and how to get there. For rock bands, we can think of the members of a band like the giant balls and individual chords like the basketballs. There is no point in changing the chord in one particular song to get out of a local minimum if your bass player isn’t a good fit and is leading you in the wrong direction. Before bands start tinkering with their image or style, they first need to have the optimal people in the group.

			Who hasn’t heard of the band Queen? Who can’t sing along to at least one of their 25 top-ten hits? They are a rock band who unequivocally made it. They seemed to create hit after hit, entertaining millions and inspiring many musicians. It’s easy to think it was all luck, but it wasn’t. Queen was the product of years of experimentation, development, and many failed bands. Before they came together as Queen, each member of the band spent years learning how to try to optimize for success in the music business.

			Each of the members of Queen—Freddie Mercury, Brian May, John Deacon, and Roger Taylor—were members of bands before. Many of these bands weren’t total failures. They had gigs in decent-size venues, fans, and even a record contract. However, we can look back and see that each band before Queen was a local maximum. 

			John Deacon, the bassist, “who had been strumming the acoustic guitar he bought with his early morning round paper wages since the age of twelve,” formed a band called the Opposition with some friends before he turned 14.11 They played together for four years, and during that time they went through ten members. Some left to pursue other interests; some were asked to leave on account of inferior play or not gelling with the rest of the group. John was noted as a perfectionist in both playing and arranging, and the Opposition had many gigs in their home region of Leicester. As Mark Hodkinson writes in Queen: The Early Years, “This was John Deacon’s musical apprenticeship, and it was extraordinarily thorough.”12 In addition, just before joining Queen, he briefly formed another band with some friends simply called Deacon.

			Roger Taylor started out on guitar before settling on the drums. He was part of three bands. His third band, the Reaction, had some longevity. With six different members over the years, this band, too, experimented with group dynamics. It was a learning process, a continual effort to understand what promoted cohesion and creativity as well as what undermined group success. Taylor “evolved into the natural leader. He was barely seventeen years old…but he willingly shouldered most of the responsibility for running the group.”13 These were lessons that he applied later to success with Queen.

			Brian May also started strumming guitar in his school days. Captivated by science as well as music, “it was fated that Brian would fuse his interest in music and technology, and along with a school friend…he began to record songs.” He and friends formed a band, called 1984, which over the years had eight members. With one of them, Tim Staffell, he wrote songs. These were harmonies that later turned into Queen songs, and “during these raw formative days, there was already evidence of ideas which would be developed many years later.”14 The band 1984 didn’t have the right members to help the sound take off, but the process of trying to write songs gave May an indication of the type of people who might be needed to optimize them.

			May played guitar and did backing vocals on the recordings of other groups, and with 1984 he gained exposure to some of the components that are required of a successful band: stage setup, sound checks, band etiquette and industry quirks, and the need for patience. This was information that was useful for figuring out the essentials of the minimum needed for success: who a band needed to develop style, sound, and songs. 

			In the late 1960s, Brian May and Roger Taylor formed the band Smile with Tim Staffell. Smile worked hard to try to put together what each member had learned to find a higher peak. “The coyness and ready conformity was gone forever, and Brian and Tim’s ideology reflected these changes. Individuality was everything and in support of this free expression, their new group would mainly write their own material, or interpret others from a unique panorama.”15 

			Smile got a record deal and steady gigs—definitely a local maximum in the music business. They recorded tracks and tried to be an “albums band,” but they found their record deal was going nowhere. They pivoted, and “with laudable fortitude resolved to find a niche as a live band.”16 Smile learned there is little predictability in the music business, and their studio-recorded album was never released. However, “elements which were later brilliantly realized by Queen were already present.”17

			Freddie Mercury, the man who became the legendary front man of Queen, was born Farrokh Bulsara and grew up in Zanzibar and India before moving to England in his late teens. Although he loved music and sang covers as part of his school’s unofficial band, Mercury also cultivated a prescient understanding of another key component of musical success: image. The Freddie Mercury who rocked Live Aid in 1985 spent years, like every other member of the band, developing as an artist. He was a member of the group Ibex and then joined the band Sour Milk Sea. Playing with these groups helped him refine and polish both his vocals and his stage presence. Mercury was described as having “a certain tenacity, a single-mindedness,”18 and reading his story reveals a man who paid a lot of attention to the details, absorbing the dynamics of the environment he intended to succeed in.

			Before Queen could start producing hits, first the members had to find each other. 

			Changing who you play with in a band is like rolling the big ball. You already have a decent sense of the territory and have an educated guess about which direction the ball is likely to roll. But the emergent properties of playing music as a group means that you can never exactly predict what sound certain individuals will make when they come together. You don’t know if a group might have settled over the global maximum at least until they start playing together.

			In 1970 May, Taylor, and Mercury, who had been friends for a while, decided to form a new band. Putting in all the knowledge they had gained over the years, they first had to roll that big ball to find a bass player. They went through three bassists before they found John Deacon, who turned out to be an excellent fit. 

			Once they thought they were in the general territory of the global maximum, they refined element by element. They played shows. They wrote music. “They openly solicited their friend’s comments about performances and were not afraid of criticism.”19 Through constant learning and a willingness to incorporate feedback into developing new functions aimed at optimizing to reach their global maxima, the members of Queen became one of the most dynamic and memorable rock bands of all time.

			Conclusion

			Global and local maxima as a model can be used in different ways to help us make the changes we need for success. It encourages us not to see achieving our goals as a steady upward trajectory but as a path full of peaks and valleys. Understanding that sometimes we have to go down in order to climb even higher helps us make short-term sacrifices to play the long game. This model also offers insight on how to optimize to find our global maxima. It’s more powerful to make the big changes before we try to optimize the details. 




			Now What?



			You’ve finished reading the third volume of The Great Mental Models series. You now have almost 50 models from these books in your toolkit. We hope you have found our exploration of each model interesting and insightful. But now you may be wondering, what next? How can you take these seeds of ideas about timeless knowledge and grow them to make improvements in all areas of your life?

			Exposing yourself to new ideas is always the first step in learning. But in order to develop wisdom, what you learn needs to be put to the test. When it comes to mental models, you can’t just passively read about them and hope that one day you will notice a positive change in your life. You need to use them. 

			Pick a model, maybe one per week, and start looking at your life through that lens. What do you notice? What looks different? Write down or record your observations. Take the time to reflect on your experiences using each model, because it is through reflection that the most valuable knowledge builds. Note where you make a different choice based on the insight provided by the model. Pay attention to what worked and improved your outcomes. Learn from your mistakes. Over time you will build knowledge of where each model is most useful and most likely to help you.

			As you practice using more models, you will begin to build a latticework. You will see connections and notice that some models give the best insight when paired with certain others. Eventually your latticework will be comprehensive enough that you will be able to use it in every situation, reducing your blind spots and preventing problems.

			Using mental models is a lifelong journey, and this book is just one step on that road. The next volume in the series will cover the foundational ideas from new disciplines, which will give you another set of tools for your toolbox.

			Improving our lives means seeing the world as it is and learning to work with the fundamental principles that govern it. Having a diverse set of thoughtful mental models that reflect how the world works is a critical component of making better decisions and ultimately living a more meaningful life. 

			As the series goes out into the world, we will continue to create resources on fs.blog/tgmm to help you integrate these models into your thinking. As we wrote in volume 2, before long, when it comes to using mental models, you will be capitalizing on the powerful momentum you have created. These ideas will become such an integral part of the fabric of your thinking that it will become impossible to view any situation without the valuable lenses they provide.
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  Mini-Bios

			* Anthony Bourdain - (1956-2018). A much-loved culinary rock star, Bourdain inspired readers of his books and watchers of his TV shows to view food as a means of better connecting with other people, other cultures, and themselves. His memoir, Kitchen Confidential, revealed the secret world of professional kitchens and led to several travel cooking shows. 

			* Robert Axelrod - (b. 1943). Axelrod has been a professor of political science and public policy at the University of Michigan since 1974. His interdisciplinary work on the Iterated Prisoner’s Dilemma revealed the most effective strategy to be “tit-for-tat,” wherein a player begins by cooperating, then reciprocates their opponent’s choices. Axelrod’s research into the evolution of cooperation has had significant implications for policymakers, particularly with regard to international conflicts.  


			* Walter Cannon - (1871-1945). A key figure in the field of physiology, Cannon is the originator of the terms fight-or-flight and homeostasis. He was chair of the Harvard Medical School Department of Physiology for 36 years. During World War I, Cannon performed fieldwork studying the effects of shock in order to develop better emergency wound treatments. 


			* Waldo Semon -  (1898-1999). Semon’s work as a chemist at the Goodrich Corporation is sometimes credited with having been central to the Allied forces winning World War II. He invented over 5,000 synthetic rubber compounds, most notably Ameripol and vinyl, and held 116 US patents.  

			* Kurt Huldschinsky - (1883-1940). Working as a pediatrician in Berlin in 1918, Huldschinsky experimented with treatments for rickets, a condition related to wartime malnourishment. He ultimately discovered exposure to UV light is an effective cure. During World War II, Huldschinsky and his family were forced to flee to Egypt, where he remained for the rest of his life.


			* Frederick Albert Winsor (Friedrich Albrecht Winzer) - (1763-1830). The inscription of Winsor’s memorial in London,  “At evening time it shall be light,” is a good reflection of his contributions. As an inventor, he pioneered the idea of supplying gas to buildings through underground pipes and founded the first gas company.  


			* Chris Hadfield - (b. 1959). Like many children, Hadfield dreamed of becoming an astronaut while growing up in Ontario. Against all the odds—Canada didn’t even have a space program at the time—he worked his way up through the Air Force, gaining the experience necessary to realize his dream once the Canadian Space Agency launched. Since his retirement in 2013, Hadfield has spoken and written widely about his experiences. 

			* Jacques Jaujard - (1895-1967). As director of the French National Museums during World War II, Jaujard risked his life innumerable times to help protect France’s public and private art collections. His passion for protecting the country’s cultural heart continued after the war when he helped found the French Commission on Art Recovery, dedicated to bringing works of art home. For his courageous work, Jaujard was awarded the Medal of the Résistance and made a commander of the Legion of Honor, the highest French order of merit. 

			* Rose Valland - (1898-1980). A fearless guardian of French culture, Valland was one of the unsung heroes of World War II. Working alongside Jacques Jaujard, she played a central role in protecting the Louvre’s collection. By working in the Nazi’s art theft division, Valland was able to covertly record the whereabouts of tens of thousands of pieces. After the war, the information she risked execution to collect proved invaluable for restitution efforts. Valland continued to fight for the safe return of French artwork for the rest of her life, ultimately becoming one of the most decorated women in French history.


			* Charles Dederich - (1913-1997). After having his life repeatedly derailed by alcoholism, Dederich joined AA and was inspired to start his own drug and alcohol rehabilitation program. At its peak, the cult Synanon had assets of up to $50 million and thousands of members. 

			* Nancy Reagan - (1921-2016). Beginning her career as a Hollywood actress, Reagan is best known for the anti-drug campaigns she launched as First Lady of the United States. 

			* Nicolas Bourbaki - (b. 1934). Little is known about the biography of the mysterious Nicolas Bourbaki of Poldevia, despite him being widely considered one of the most important mathematicians of the 20th century. Bourbaki’s mastery of almost every area of the field makes his reputation as a genius well earned. In 1913, he was appointed as Privatdozent at the University of Dorpat. Bourbaki had a daughter, Betti, who married the famed lion hunter Hector Pétard in 1938. It’s unlikely we’ll ever see another mathematician as great as Bourbaki.


			* Daniel Dennett - (b. 1942). Dennett is a philosopher and cognitive scientist, notable for his work on free will, consciousness, evolution, and atheism. He is currently a professor of philosophy and director of the Center for Cognitive Studies at Tufts University. Dennett has published over 400 journal articles on the mind, as well as a number of acclaimed books. 


			* Ching Shih - (1775-1844). One of the most successful pirates in history, Shih was also one of the only female ones. She initially ran her fleet with her husband Zheng Yi, before taking control after his death. Shih is notable for three reasons: the enormous size of her fleet, the system of governance she enforced, and the fact that she ultimately negotiated a peace agreement with the Chinese government that allowed her a peaceful retirement.

			* Heinrich Hörlein - (1882-1954). German scientist Hörlein became head of pharmaceutical research at IG Farben, a conglomerate of chemical companies including Bayer, in 1926. Hörlein collaborated with the Nazi party during World War II, aiding in the development and dissemination of toxic nerve gases used to murder millions of people in death camps. Although he was eventually acquitted of war crimes in one of the Nuremberg trials, the sheer scale of IG Farben’s contribution to genocide makes it dubious that he was entirely oblivious. 

			* Gerhard Domagk - (1895-1964). A pathologist and bacteriologist, Domagk received the Nobel Prize for Physiology and Medicine for discovering the antibiotic Prontosil, one of the first antimicrobial drugs ever. It proved revolutionary for treating conditions such as meningitis and pneumonia. Domagk also helped develop the skin disinfectant Zephiran, still in widespread use today.


			* Thomas Schelling - (1921-2016). Economist Schelling co-won the 2005 Nobel Prize in Economic Sciences along with Robert J. Aumann for research applying game theory to social, political, and economic problems. Their insights into conflict and cooperation have proved relevant for international peacekeeping efforts. 


			* Learmonth Dalrymple - (1827-1906). Dalrymple campaigned extensively for better educational opportunities for women in New Zealand. Her work led to the opening of Otago Girls’ High School and the admission of women to the University of New Zealand. Dalrymple was also an active suffragette and temperance campaigner. 

			* Kate Sheppard - (1848-1934). A leader of the New Zealand women’s suffrage movement and lifelong activist who believed no area of society should be off-limits to women. Sheppard went on to aid in suffrage movements elsewhere in the world. To honor her legacy, her image has appeared on the New Zealand $10 bill since 1993. 

			* Jane Jacobs - (1916-2006). Jacobs was a luminous, radical figure in the field of urban planning. Her first book, The Death and Life of Great American Cities, argued against orthodox planning in favor of versatile, mixed-use development. Jacobs campaigned against the destruction of thriving neighborhoods under the guise of “slum clearance.”

			* Jan Gehl - (b. 1936). While cities have long been built with cars in mind, architect and consultant Gehl focuses on building for people. He is the founder of Gehl Architects, and his work reimagines the potential of public spaces. One of his most significant contributions is the development of Strøget, as detailed in his book Public Spaces, Public Life. Gehl has also worked on urban design projects in London and New York.


			* Joseph Henrich - (b. 1968). Henrich is currently a professor and department chair of human evolutionary biology at Harvard University. His work explores the interplay between genes and culture in human evolution, with a focus on cumulative cultural learning—and incorporating ideas from fields such as psychology, economics, and ethnography. In the field, Henrich has studied people in the Peruvian Amazon, rural Chile, the South Pacific, and Fiji.


			* Abram Games - (1914-1996). Born Abraham Gamse, as a graphic designer he was responsible for many of the most famous images in British history. As an official war artist for the British government during WW2, he pioneered extraordinary new approaches to conveying complex messages through simple images. The over 100 posters Games designed to encourage people to do everything from joining the Air Force to donating blood are remarkable as memorable works of art in their own right.

			* Eric Gill - (1882-1940). Sculptor, engraver, and designer, he is best known for creating the Gill Sans typeface. His book, An Essay on Typography, uses a font he designed especially for it, called “Joanna.” In recent years, Gill’s artistic legacy has become an uneasy one due to diaries revealing his abuse of his children.


			* Charlemagne - (742/748-814). Also known as Charles the Great, Charlemagne became king of the Franks in 768 and king of the Lombards in 774. In founding the Carolingian Empire, he became the first person to rule over western Europe since the fall of the Western Roman Empire. As a result, he sparked the beginning of the Carolingian Renaissance, a period of accelerated cultural activity beginning in the late eighth century.

			* Charles the Bald - (823-877). The grandson of Charlemagne, Charles the Bald was king of West Francia and Italy, as well as emperor of the Carolingian Empire. A general lack of support meant Charles struggled to retain power at times.

			* Rollo - (846/860-930). Rollo was the first ruler of Normandy in France after Charles the Simple gifted the land to him in exchange for an end to Viking raids. Descendants of Rollo and the fellow Vikings he settled with were referred to as “Normans” and would go on to control significant areas of Europe. Rollo was the great-great-great-grandfather of William the Conqueror.

			* Charles the Simple - (879-929). Known for his straightforward manner, Charles the Simple ruled over the area that is now France during the time of the Viking raids. Although Charles lacked the strategic insight of some of his predecessors, the deal he arranged with chief Rollo had a significant impact on European history. 


			* Mireya Mayor - (b. 1973). In 1999 she became the first female wildlife correspondent for National Geographic’s Ultimate Explorer series. Part of a team of researchers who identified a new species of mouse lemur in Madagascar, she convinced the prime minister of the country to designate its habitat a national park.

			* Sidney Weinberg - (1891-1969). Weinberg started working at the age of ten, selling newspapers and shucking oysters. As head of Goldman Sachs, he oversaw Ford’s initial public offering, the largest ever at that time. Famous for his relationship-building abilities and warm nature, he never tried to hide his unusual outsider origins.


			* George Gallup - (1901-1984). Once a professor of journalism, he founded his polling company, the American Institute of Public Opinion, in 1955. The company later became Gallup, which is still in operation today. He also wrote about improving education and founded Quill and Scroll, an international honor society for high school journalists.

			* Caroline Criado Perez - (b. 1984). Criado Perez is a writer, broadcaster, and campaigner. Her book Invisible Women received the Financial Times and McKinsey Business Book of the Year Award in 2019. She has led many successful campaigns to increase the visibility and recognition of women in the UK, resulting in representation on banknotes and commemorative statues.


			* Jane Smiley - (b. 1949). Pulitzer Prize–winning author of novels including A Thousand Acres and The Greenlanders, Smiley also writes on a variety of nonfiction topics and children’s books.

			* Chan Canasta - (1920-1999). Born Chananel Mifelew, he became the first television celebrity magician in the early 1950s. He retired from that career at the height of his fame and went on to become a successful landscape painter.

			* Banachek - (b. 1960). One of Banachek's earliest tricks was fooling a team of scientists at Washington University into believing he had psychic abilities. An entertainer and mentalist, he has been involved in extensive work to disprove bogus psychics. 


			* Francis Galton - (1822-1911). An English polymath who coined the phrase “nature versus nurture,” Galton contributed to fields as diverse as meteorology, with the first popular weather maps, and criminology, with the uniqueness of fingerprints. He was also an explorer, writing The Art of Travel, which is still in print. His legacy is overshadowed by his development and support of eugenics.


			* Trung sisters - (circa 14-43). Vietnamese heroes whose lives are largely shrouded in mystery, the Trung sisters continue to be important historical figures and are held up as exemplars of strong leadership. They have many temples dedicated to them, and there is a national holiday in early February commemorating their legacy.


			* Marilyn Monroe - (1926-1962). She was an iconic legend who starred in multiple hit films. Tired of being typecast and knowing she had more to offer as an actor, she co-founded her own production company in 1955. She was captivating on camera, a talented comedic actor, and was very sensitive to the sexist double standards in Hollywood. She would no doubt have contributed much more to history had she not died so young.

			* Emily Blunt - (b. 1983). Blunt is a contemporary actor who has displayed a wide range of skill in many engaging films, including Edge of Tomorrow and Mary Poppins Returns.

			* B. B. King - (1925-2015). Nicknamed “The King of the Blues,” he was inducted into the Rock and Roll Hall of Fame in 1987. In 1970, he recorded Live in Cook County Jail, which went on to earn great acclaim. Inspired by that experience, King co-founded the Foundation for the Advancement of Inmate Rehabilitation and performed for free in prisons for the rest of his life.

			* Rubin Carter - (1937-2014). A boxer and victim of one of the most famous miscarriages of justice, he spent 18 years in prison after being falsely accused of murder. After the verdict was overturned, he moved to Canada, became a sought-after speaker, and received two honorary doctorates of law. Carter was the inspiration for the Bob Dylan song “Hurricane.”


			* Fidel Castro - (1926-2016). Leader of Cuba from 1959 to 2008 as the head of a one-party communist state, Castro overthrew the previous government alongside Ernesto “Che” Guevara. He was a polarizing figure who aligned Cuba with Russia and other socialist governments, and was actively opposed by the United States.

			* Fulgencio Batista - (1901-1973). President of Cuba from 1940 to 1944, Batista led a successful military coup against the incumbent, resulting in his heading a dictatorship from 1952 to 1959, before he was removed from power in the Cuban Revolution. His leadership during this time was marked by widespread corruption and worsening income inequality.


			* Lisa Lindahl - (b. 1948). Co-inventor of the Jogbra, she he is also the co-inventor of the Bellisse Compression Comfort Bra designed to support breast cancer patients as they are going through treatment. Two of the original Jogbras are in the Smithsonian.

			* Polly Smith - (b. 1949). Emmy and BAFTA award-winning costume designer, Smith has clothed hundreds of Muppets. She also created the first Jogbra by sewing two jockstraps together.
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